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Abstract

Neural volumetric representations have become a widely
adopted model for radiance fields in 3D scenes. These rep-
resentations are fully implicit or hybrid function approxi-
mators of the instantaneous volumetric radiance in a scene,
which are typically learned from multi-view captures of the
scene. We investigate the new task of neural volume super-
resolution — rendering high-resolution views corresponding
to a scene captured at low resolution. To this end, we pro-
pose a neural super-resolution network that operates di-
rectly on the volumetric representation of the scene. This
approach allows us to exploit an advantage of operating in
the volumetric domain, namely the ability to guarantee con-
sistent super-resolution across different viewing directions.
To realize our method, we devise a novel 3D representa-
tion that hinges on multiple 2D feature planes. This allows
us to super-resolve the 3D scene representation by apply-
ing 2D convolutional networks on the 2D feature planes.
We validate the proposed method by super-resolving multi-
view consistent views on a diverse set of unseen 3D scenes,
confirming qualitative and quantitatively favorable quality
over existing approaches.

1. Introduction

Reconstructing latent high-quality images from images
captured under non-ideal imaging conditions is a broadly
studied research field. A large body of existing work ex-
plores methods for removing image noise [8, 21], sharpen-
ing blurry images [40, 2], and increasing image resolution
[30, 22]. This direction includes recent works that are based
on deep learning [22, 40], mapping degraded images to their
latent non-degraded counterparts, and have led to a signif-
icant leap in performance. At the heart of these methods
typically lies the application of a series of 2D convolution
operations to the degraded image [25, 22], which eventually
yields the reconstructed image at a higher resolution.

Concurrently with research on image reconstruction, a
rapidly growing body of work explores neural rendering,
allowing not only to reconstruct a single image but unseen
novel views from a set of observed images. In their work
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Figure 1. Geometrically consistent super-resolution. Our
method (bottom left) renders HR views of a scene captured in LR
by super-resolving its volumetric representation. This guarantees
the geometric consistency of the rendered scene across viewing di-
rections, and prevents inconsistent distortions such as the slanted
bulldozer grill in the output of the EDSR [25] image SR method
(bottom right). Here we visualize the across-views inconsistency
by rendering two adjacent high-resolution scene views, and then
warping one of them (top) onto the perspective of the other (bot-
tom). We then compute error maps between each rendered pair
(middle row), which further highlights our enhanced consistency.

on Neural Radiance Fields (NeRF) [32] in 2020, Milden-
hall et al. showed that state-of-the-art rendering quality can
be achieved even with a lean Multilayer Perceptron (MLP)
architecture as a coordinate-based representation for a 5D
radiance field. Many works have since proposed improved
and more efficient ways to represent 3D scenes based on
a given finite set of 2D images, including methods that
tackle modified lighting conditions [36] or support dynamic
scenes [33]. These existing methods directly supervise the
scene representation using the observed images.

In this work, we explore an alternative direction at the
intersection of image reconstruction and neural rendering,



and propose the new task of neural volume super-resolution
- learning to super-resolve neural volumes. Specifically,
given a finite set of low-resolution images corresponding
to a 3D scene, we aim to render high-resolution images of
the scene corresponding to arbitrary possible viewing direc-
tions, including novel unseen ones. Rather than operating
on the rendered (2D) images and upsampling these images
after generation, we propose a novel approach to tackle this
task, by operating directly on the volumetric (3D) scene rep-
resentation. An advantage of this approach, illustrated in
Fig. 1, is that it guarantees by design a geometrically con-
sistent image reconstruction across all viewing directions,
in contrast to operating in the 2D domain and separately re-
constructing each rendered image.

As apractical and efficient approach for enabling upsam-
pling neural volumes, we propose a new 2D plane-based
scene representation that allows us to employ 2D convo-
lutional neural networks. Specifically, we represent a 3D
scene by implicitly associating each point in the 3D volume
with a density value and a (view-direction dependent) RGB
value following existing radiance fields works, while inves-
tigating an alternative way to infer these values. Chan et
al. [9] accumulated features for each 3D point by project-
ing its location onto three 2D feature planes, for represent-
ing human faces. We instead propose a plane representa-
tion that allows representing general scenes, and introduce
a fourth feature plane to enable view direction dependency.
Given a desired viewing direction, we can reconstruct each
image pixel by marching along its corresponding ray from
the camera, taking into account the cumulative effect of the
density and RGB values predicted by our model for each
point along the ray.

Rendering a super-resolved image from the proposed
scene model, that was learned from a set of low-resolution
images, requires a single modification to our pipeline, while
the rest remains unchanged: Before projecting each point in
the volume onto the 2D planes to infer its density and RGB
values, we super-resolve the three 2D planes using a learned
super-resolution module that operates in feature space. This
approach allows us to take advantage of existing methods
explored for 2D super-resolution over the years.

We train our Neural Volume Super-Resolution (NVSR)
framework end-to-end using low-resolution and match-
ing high-resolution image pairs corresponding to synthetic
scenes from freely available online datasets. We then ap-
ply the trained SR model to the 3D representations of un-
seen scenes for which only low-resolution images are avail-
able. We validate that unlike super-resolving images post-
rendering, the resulting super-resolved rendered images are
indeed consistent across different views. The proposed
method outperforms such conventional post-rendering SR
methods both qualitatively and quantitatively, exceeding
state-of-the-art image SR methods by over 1 dB in PSNR

when trained on the same dataset.
Specifically, we make the following contributions:

* We propose a method for super-resolving volumetric
neural scene representations, which allows generating
geometrically consistent, high-resolution novel views
corresponding to a scene captured in low resolution.

* We introduce a super-resolution approach that operates
directly in feature space. To this end, we develop a
novel feature-plane representation model that allows
for rendering viewing-direction dependent views of
general 3D scenes.

e We assess our method for super-resolving unseen
scenes both qualitatively and quantitatively, validat-
ing that it produces sharp, multi-view consistent super-
resolved images.

We will release all code and models needed to reproduce
the results presented in this work.

2. Related Work

This work introduces a method for reconstructing images
of a 3D scene by operating directly on its volumetric neural
representation. Next, we provide background on the two
most related fields, image super-resolution and neural 3D
scene representation.

Image Super Resolution Image super resolution (SR)
belongs to a wide category of ill-posed image reconstruc-
tion tasks such as image denoising [8, 21], dehazing [23, 3],
deblurring [40, 2], inpainting [7, 19] and more. Image SR
aims to compensate for information lost during capturing
as a result of the lossy image acquisition process, due to
a resolution loss in the optical system and finite sampling
by the sensor. Existing image SR methods produce a re-
constructed image of the captured scene as if captured in
ideal settings. To recover the fine details lost due to the fi-
nite capturing resolution, some SR works propose to collect
additional information from multiple captures of the same
scene [12, 42], which typically allows increasing the reso-
lution by only up to a factor of two. To allow higher SR
factors, classical methods have proposed to employ various
image priors that exploit the unique characteristics of natu-
ral images, e.g. their internal self-similarity [ 15, 30], heavy-
tailed gradient magnitude distribution [37] and distinctive
image edge statistics [38].

Learning Image Super Resolution With the arrival of
deep learning, researchers proposed to learn these image
characteristics and train Convolutional Neural Networks
(CNNs) on large image datasets [10, 25, 24], leading to
unprecedented performance in terms of minimizing recon-
struction error (i.e. increasing PSNR). Following the intro-
duction of Generative Adversarial Networks (GANs) [16],



some methods also began targeting alternative objectives,
such as perceptual reconstruction quality [22, 4 1] or explor-
ing the diverse space of SR solutions [4, 28]. A further line
of work on image super resolution takes relevant reference
images as additional user input [44, 11] to better adapt to
each specific scene. However, common to all of these meth-
ods is that they aim to super-resolve a single image at a time.
To the best of our knowledge, the proposed is the first work
aiming to consistently super-resolve images corresponding
to the infinite possible views of a given 3D scene, by operat-
ing directly on its neural representation. While methods for
spatial Video SR [20, 26, 14] also attempt to simultaneously
handle sequences of inter-related frames, these methods are
limited to positions along the original camera trajectory and
cannot render novel views. Moreover, they cannot inher-
ently guarantee consistent reconstruction across frames, un-
like our approach.

Neural Scene Representations. An increasingly large
body of work learns representations of 3D scenes, aiming
to allow synthesizing novel scene views from arbitrary di-
rections, as well as editing the scene e.g. to allow modify-
ing the perceived illumination settings or object properties.
Early works [1, 35] tried to learn an explicit 3D scene model
by fitting it to a given set of images capturing the scene from
different view directions. The recent introduction of Neural
Radiance Fields [32] (NeRF) then brought upon a signifi-
cant leap in reconstructed image quality, rendering photo-
realistic views which include fine, high-frequency details.
They rely on a lean coordinate-based Multilayer Perceptron
(MLP) to implicitly represent the 5D radiance field, made
possible mainly thanks to artificially introducing high fre-
quencies into the model input, in the form of sinusoidal po-
sitional encoding [39].

In their follow up Mip-NeRF [5, 6] papers, Barron et
al. focused on handling diverse scene capture resolutions.
By modeling sampled rays as conical frustums they were
able to reduce blur and aliasing in rendered outputs. In
contrast to their work, ours allows rendering novel high-
resolution views corresponding to a scene which was orig-
inally captured in low-resolution, by reconstructing the
high-frequency content that was lost during scene acquisi-
tion.

Other methods proposed to use alternative implicit rep-
resentation models based on, e.g., Voxels [27] or spherical
harmonics [13]. Chan et al. [9] proposed to generate geo-
metrically consistent human faces by representing the vol-
ume using three 2D feature planes coupled with a simple
MLP decoder. We also employ 2D feature planes to support
general 3D scenes and view-direction dependency and take
advantage of the planar representation to perform our volu-
metric SR in 2D, while leveraging the existing rich knowl-
edge base which already exists for 2D SR (see Sec. 3.1).

Many recent methods focused on enabling NeRF to learn

from imperfect image sets, e.g. using partly occluded [29]
or very few scene captures [ 8]. In contrast, our work aims
to endow the learned representation model with the abil-
ity to reconstruct finer details than the ones captured in the
given image sets, by learning volumetric scene priors, i.e.,
a volumetric extension of (natural) image priors.

Neural Radiance Fields for Image Reconstruction. Ina
separate line of work, some methods harness the implicit 3D
representation of NeRF as a tool for image denoising [34] or
high dynamic range (HDR) reconstruction [31, 17]. These
methods take as input a burst of noisy or low dynamic range
scene captures, respectively, and distill the multi-frame sig-
nal while relying on the geometrical consistency inherent
to the 3D representation. In contrast, our approach allows
using a set of degraded (low-resolution) scene captures for
synthesizing consistent novel scene views, containing fine
details that are unavailable in the input images, by relying
on externally learned volumetric priors (see Sec. 3.2).

3. Super-Resolving Neural Volumes

We introduce a method for super-resolving the represen-
tation of a 3D scene s given Z, a set of low-resolution
(LR) captures of the scene and their corresponding relative
camera poses. To this end, we devise two principle mod-
ules, namely a scene representation model G and a super-
resolution model F'. We first use the images in Z; to learn
the parameters 0¢, of representation model G, which com-
prises a decoder model D and learned feature planes P
corresponding to each scene s. Once trained, one can use G
to render novel low-resolution views of the scene for new
(unseen) camera poses:

%lr(r) =G0, 1). (D

We use r here to denote a pixel in the rendered image and its
corresponding camera ray interchangeably, and denote by
%1 the rendered images, as they too lack the high-resolution
fine details which are missing from the images in Z;;. To
render high-resolution (HR) views containing fine details
and textures, we propose to apply model F' on the param-
eters of model G’ which constitute the volumetric represen-
tation of s, that is

15e(r) = G(F(0p,0%),1). 2)

Here %St is the rendered super-resolved image and 0 are the
parameters of model F', which are learned independently of
any one specific scene.

An overview of our approach is illustrated in Fig. 2. We
next elaborate on each of its two modules; we first describe
our novel plane-based neural 3D representation model G,
and then explain how we use this representation to perform
volumetric SR using F'.
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Figure 2. Overview of our Volumetric SR framework. We use three LR positional feature planes (left) and one view-direction feature
plane (bottom) to represent each 3D scene based on its captured LR images. Image pixels are rendered by projecting points along the
corresponding camera ray onto the four planes and extracting the corresponding feature vectors v,. These are then processed by a decoder
MLP D (shared across all scenes) to yield volumetric density and radiance values, which translate into pixel values through volume
rendering. To render HR scene views, we first super-resolve the positional feature planes using I, and then extract v, from the super-
resolved planes (top). We use pairs of GT LR-HR image captures from a set of training scenes to train our framework end to end.

3.1. Quadri-Plane Radiance Fields for 3D Scenes

To take advantage of advances in (2D) image SR, and
to allow computationally efficient volumetric SR, we pro-
pose to represent a scene s with a novel quadri-plane model
comprised of four multi-channel 2D feature planes of size
N x N x C, coupled with a small decoder neural network.

Similar to existing neural rendering methods [32], we
view the volume as a pair of 3D fields representing scene
density o and corresponding emitted radiance (in RGB). We
then diverge from the typical scheme and propose a feature
plane-based representation. Chan et al. [9] recently pro-
posed a scene representation using feature planes for gen-
erating human faces. Specifically, they employ explicit fea-
ture vectors arranged in three orthogonal axis-aligned fea-
ture planes { Py, Py., P, }. Then each 3D position p € R?
is queried by projecting it onto each of the three feature

Using positional planes and view direction plane P g

Figure 3. View-direction rendering dependency. Utilizing a 4"
feature plane Pgir (top row) corresponding to viewing direction sig-
nificantly improves reconstruction performance, as it accounts for
directional appearance changes stemming from non-uniform light-
ing conditions, especially in cases of shiny, reflective objects.

planes and retrieving the per-plane feature vector corre-
sponding to the point via bilinear interpolation, then aggre-
gating them into a point feature representation vector v,,.
This vector is fed into a light-weight decoder MLP D to
yield the density and RGB values corresponding to p, which
are then used to render an image of the scene using neural
volume rendering [32]. In this work, we propose several
modifications to this approach which are critical for the pro-
posed method to function. We describe these modifications
in the following.

View-direction Dependent Radiance. We introduce a 4™
feature plane Py to accommodate effects like non-uniform
scene illumination, as we show in Fig. 3. The two axes
of this plane reflect the 2D space of possible viewing di-
rections for each point p. We then infer a complementary
feature vector vdir using bilinear interpolation over Py, at
coordinates (6, ¢p,), corresponding to the viewing azimuth
and elevation of point p, respectively. Features from this
plane only affect the radiance and not the density output of
D, as unlike radiance, volume density does not vary with
viewing direction in the real world [32].

Representing General Scenes. To allow representing
general scenes with arbitrary geometric structures beyond
the human faces demonstrated in [9], we follow the prac-
tice from [32] and use a pair of coarse and fine decoders
D, and Dy, respectively, that are shared across all scenes;
we first apply the coarse decoder to a set of stratified sam-
ple points p along rays corresponding to each pixel. We
then use the resulting values to bias a subsequent sampling
of points along each ray towards more relevant parts of the
volume, and process those using the fine decoder.

Given a set of training scenes S; and corresponding
sets of captured images, we learn a set of four planes per



scene Py = {P.y, Py., Pyz, Pair}, s € S jointly with
the decoder pair parameters 6 (shared across all scenes),
which together constitute the representation model parame-
ters 0, = 0p UP;. To this end, we minimize the following
image rendering penalty:

Ge(0G,m) — I3+ 1G5 (05, 7) — T (r) |-

Lig=> |
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Here I, (r) is the ground-truth RGB pixel value correspond-
ing to ray r sampled from the training image I, € Z,
and G.(r) and G(r) are the corresponding rendered val-
ues obtained through volume rendering over the outputs of
the coarse and fine decoders D, and Dy, respectively.

We tailor the resolution N of the learned planes to the
resolution of the images in Z;: As we show in Fig. 4, using
planes that are too small prohibits the representation of high
visual frequencies, similar to using NeRF [32] without po-
sitional encoding. In contrast, using too large planes results
in some plane regions having too little relevant information
in the captured scene images Z;7, which is manifested as vi-
sual artifacts when rendering novel scene views. We will
revisit this trade-off in plane resolution later in the context

of super-resolving the scene.

Note also that we choose a smaller resolution value
Nyir < N for the view-direction feature plane Py, since the
image set contains less information relevant to this plane:
Each image pixel carries information relevant to all points
along its corresponding ray r which, in turn, makes it rel-
evant to many different locations on the positional feature
planes { Py, Py., P,.}. In contrast, all points along a ray
correspond to the same viewing direction, meaning that the
information in each pixel is relevant to a single point on Py,
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Figure 4. Effect of feature planes resolution. Novel view re-
constructions using different positional plane resolutions N, all
learned from the same set of 400 x 400 pixel training images.
Feature planes that are too small cannot represent fine details (left),
while larger planes yield sharp, detailed rendered images (middle).
However, at some point increasing the feature plane size leads to
visual artifacts (right), as some regions in the oversized feature
plane cannot be learned due to the limited resolution of the train-
ing images.

3.2. Super-resolving Implicit Representations

To produce HR views of a scene given only a set of its LR
captures, one could take a classic super-resolution approach
and apply any one of many existing image SR methods on
the rendered LR scene views. However, since such methods
have no notion of the underlying three-dimensional scene,
novel views contain inconsistent super-resolved details in
the synthesized views (see Fig. 1). Our approach addresses
this issue and allows producing super-resolved, geometri-
cally consistent scene views.

As we discuss in Sec. 3.1, employing larger plane res-
olution NV allows us to represent and render higher vi-
sual spatial frequencies, corresponding to small details and
fine textures. Therefore, substituting the set of planes Ps
learned from the LR scene captures Z;7 with a set of higher-
resolution planes corresponding to the same scene s can al-
low for rendering the desired HR views.

We propose to approximate sets of HR planes by learn-
ing plane super-resolution model F', which we apply on the
learned LR planes (Eq. 2) to obtain « times super-resolved
versions of them, with « being the desired SR factor. We
use a single model to super-resolve all positional' feature
planes P € P \ { Py}, while taking advantage of our 2D
planes-based representation model by employing an exist-
ing image SR network architecture for F'. Specifically, we
borrow the residual network architecture used for the suc-
cessful 2D super-resolution method EDSR [25]. To learn
the mapping from sets of LR planes to their HR counter-
parts, we train F' on a training set of scenes for which
ground truth (GT) HR captures are available, by substitut-
ing G ¢(r) in Eq. 3 with the output from Eq. 2 and using HR
scene captures Iy, € Z7, resulting in a second loss term:

Lik=

sES: ,T‘EI“;

IG ¢ (F(0r,08),7) = Iu(r)[3. )

Generalizing to Unseen Scenes. When we trained our
SR model F' through minimizing Lyr over training scenes
in S; we observed a severe overfitting problem, which we
attribute to the following subtle point: While the input to
decoder D corresponding to 3D point p comprises all three
feature vectors v,, model I acts by super-resolving each
feature plane independently. It is trained by minimizing the
loss over training scenes in S; and their corresponding v,
triplet combinations. This, however, results in poor perfor-
mance when tested on unseen scenes s € S, = {s|s ¢ S},
consisting of different combinations of v, which were often
not seen during training.

To circumvent this problem we additionally train F' on
vp, triplets corresponding to test scenes. Since GT HR cap-
tures are unavailable for these scenes, we instead exploit

'We use the viewing direction plane as is without super-resolving it.



their available LR captures, by introducing a downsampling
inconsistency loss term Liycon. This term penalizes for the
difference between the available GT LR views and their cor-
responding downsampled HR views rendered by our model:

Lincon = Z

s€Se,reL}

G (F(Or,05),7)] Lo —Lc(r)ll3, (5)

Where [ . } Jo corresponds to image downsampling by a
factor of v and S, denotes the set of test scenes.

We train our framework end-fo-end and learn the param-
eters of GG (including fine and coarse decoder parameters
6p and LR scene planes Ps corresponding to each training
scene s) together with training our SR model F. To this
end, we alternate between the following three optimization
steps: (i) Minimizing Ly g (3) over LR training scene im-
ages {Z}ses,, (i) minimizing Lyr (4) over HR training
scene images {Z7 }ses,, or (iii) minimizing Lincon (5) over
LR test scene images {Z;}scs,. At each training step we
randomly choose one of the three at probability ratios of

JiR : fHR : fincon, TESPECtively.
3.3. Implementation Details

In both of our decoder models D, and Dy, we calcu-
late the density value o corresponding to each 3D point p
using fully-connected, 128 channel, 4 layer MLPs, which
take as input the average of the positional feature vec-
tors v,. For computing the corresponding radiance values
{r,g,b} we feed the concatenation of all 4 (including the
view-direction) feature vectors v, into MLPs with identi-
cal characteristics. We use C' = 48 channels and a spatial
resolution of N = 200 for our low-resolution positional
feature planes learned from scenes captured at 100 pixels,
and set the view-direction feature plane Py resolution to
Ngir = 32. For our SR model F' we use the architecture
from EDSR [25] with 32 residual blocks and 256 channels.

We train our entire model end-to-end using Adam op-
timizers with learning rates of 0.0005 for the decoder
and feature planes and 0.00005 for F. At each step,
we sample 4096 rays r from an image I corresponding
to a scene s, all chosen randomly. We use an NVIDIA
A100 GPU, and first train our framework to convergence
by minimizing L;g and Lyg over training scenes s € S;
(firR = fur =1, fincon = 0). Given a test scene s € S, we
resume training by alternating between the three optimiza-
tion steps at a ratio of fir = fur = 1, fincon = 10.

4. Experiments

We next demonstrate the advantage of using our volu-
metric approach for super-resolving synthetic, as well as
real 3D scenes captured in LR. To this end, we use the sets
of eight synthetic scenes and eight real scenes available on
the NeRF [32] project page, as well as additional 21 scenes

rendered from 3D Blender models available online”. These
scenes depict complex objects with fine details and textures,
which are crucial for demonstrating and evaluating the SR
quality. For all synthetic scenes, we use the 100 available
training images with dimensions 400 x 400 as the ground
truth HR captures 77, and then downsample each image by
a factor of 4 using the default bicubic kernel to simulate the
set of LR captures corresponding to the scene, Z;. Each of
our real world scenes has a couple of dozen available im-
ages with varying dimensions, which we resize to obtain
similar dimensions as in the synthetic case.

For quantitatively evaluating on synthetic scenes, we
train our model (including both representation model G and
SR model F) on 25 scenes, while holding out the remaining
four (‘mic’, ‘ship’, *chair’ and ‘lego’) scenes for evaluation.
We evaluate all methods on 200 test images corresponding
to novel views of each of these unseen scenes, while com-
paring our approach with methods and baselines represent-
ing several different approaches, by using a set of evalua-
tion metrics. We use the same evaluation protocol with real
scenes, using six scenes for training and the remaining un-
seen two ('fern’ and ’orchids’) for evaluation. We report
the results on synthetic and real scenes separately in Tabs. 1
and 2, respectively, and elaborate next on the metrics we
employ, as well as on the baselines we compare to.

Evaluation Metrics. We use PSNR and SSIM to measure
how well methods minimize the error with respect to the
corresponding GT HR images. To evaluate perceptual qual-
ity, we employ the LPIPS [43] score, where lower means
better.

Baselines. We compare our approach to several baseline
alternatives. We first compare with the naive approach of
using models trained on the LR image sets (which lack HR
content) to render HR novel views, without attempting to
reconstruct the missing HR content. We repeat this exper-
iment twice, once using our quadri-plane model (‘Planes’)
and a second time using the Mip-NeRF [5] method (‘Mip-
NeRF’), which was designed to handle multiple image res-
olutions for reducing aliasing and blur.

We additionally compare with alternative ways to recon-
struct the missing HR content, by harnessing existing meth-
ods for 2D super resolution as pre-processing or post pro-
cessing steps: In the first (denoted ’pre. 2D SR’) we apply
a 2D SR method on the LR training images and use the re-
sulting super-resolved images to learn a Mip-NeRF model
for the scene, while in the second (denoted "post. 2D SR’)
we use the 2D SR method to super-resolve LR images ren-
dered by a Mip-NeRF model which was learned from the
LR images. For the 2D SR step we use the state-of-the-art
SwinlR method [24] which employs visual transformers. In

2Links to the these freely available Blender models are provided in the
Supp. material. Our entire project code will become available online.



Low-Resolution Naive, Planes Naive, Mip-NeRF Pre. 2D SR Post. 2D SR (RSTT [14]) Volumetric SR (Ours)

Figure 5. Qualitative super-resolution evaluation. We visually compare the performance of our method (right) to performance by leading
SR methods and baselines, when super resolving novel low-resolution views (left). Our Neural Volume SR approach is able to reconstruct
finer details and smaller structures compared to all other methods. While merely interpolating the feature planes in the volumetric domain
(2™ from right) already yields a quality gain, applying our SR model F on the planes achieves a significant improvement.

the post-SR case, we also compare to using the prominent SRGAN [22] method® or the EDSR method [25], whose

3We use the distortion-minimizing training configuration (without an



Approach  Method PSNR (dB)(T) SSIM (1) LPIPS (1) Approach  Method PSNR (dB)(1) SSIM () LPIPS (1)
Nave | Mip-NeRF [5] 275 0.892 0.165 Nave | Mip-NeRF [5] 21.9 0.657 0.401
Planes 27.4 0.892 0.153 Planes 22.8 0.714 0.373
pre. 2D SR SwinIR [24] 25.6 0.872 0.183 pre. 2D SR SwinIR [24] 21.7 0.659 0.430
EDSR [25] 25.9 0.876 0.148 EDSR [25] 21.8 0.664 0.389
‘ SRGAN [27] 245 0.863 0.149 ‘ SRGAN [27] 21.7 0.657 0.386
post- 2D SR qyi IR [04] 95.1 0.863 0.183 post- 2D SR qyiniR [24] 21.6 0.650 0.437
RSTT[14] 26.3 0.877 0.139 RSTT [14] 22.0 0.679 0.377
Volume. SR Ours 28.5 0.911 0.099 Volume. SR Ours 234 0.747 0.255

Table 1. Evaluation on synthetic scenes. We evaluate all meth-
ods on 800 test images corresponding to novel views from 4 scenes
unseen during training. The reported SSIM and PSNR (higher is
better) and LPIPS (lower is better) values reveal a significant ad-
vantage of the proposed volumetric SR approach over all baseline
approaches. Please refer to the text for details.

network architecture we employ for our model F'. Finally,
since one could view the LR scene captures as pertaining to
an LR video sequence, we further experiment with post-SR
using a state-of-the-art method for video spatio-temporal
SR [14]. For the comparison to be unbiased, we train all
2D SR models from scratch using the same images from S;
that we use for training our method.

Results. The quantitative comparisons reported in Tabs. 1
and 2 indicate the significant advantage of the proposed ap-
proach in terms of reconstruction quality (PSNR, SSIM)
and perceptual quality (LPIPS) over all baselines, when
evaluated on synthetic and real world scenes alike.

An additional inherent advantage of our approach, which
super-resolves the volumetric representation itself, is its
guaranteed across-view consistency. This advantage does
not reflect in the quantitative results brought here, nor can it
be conveyed in the still images depicted in Fig. 5. We there-
fore kindly refer readers to the videos provided in the Supp.,
which demonstrate this advantage over other baselines that
perform SR in post-processing.

Interestingly, the results suggest that utilizing 2D SR
methods (trained using the same data) actually has a neg-
ative effect on reconstruction performance, even compared
to the naive baselines. We attribute this to the significant
inconsistency resulting from independently processing dif-
ferent scene views.

Finally, we demonstrate the advantage of our approach
visually in Fig. 5, where we compare novel test scene views
rendered by our approach vs. the top performing baselines.

Ablations and Limitations. We further examine the ef-
fect of different components and hyper-parameter choices
in our framework in a series of ablation experiments. We

adversarial loss) from SRGAN to train their SRResNet architecture, to
allow a fair comparison with our method, which is trained to minimize
distortion with respect to the GT images.

Table 2. Evaluation on real-world scenes. All methods are eval-
uated on all available 45 images corresponding to two real world
scenes. For obtaining the ‘Naive: Planes’ and ‘Ours’ results, we
use our model trained on views corresponding to other six scenes.
Please refer to the text for details.

find that the resolution of the positional feature planes
should be set to 1-2 times the resolution of the captured
images set, while diverging from this range by a factor of
4 (in either direction) yields a drop of ~ 1.7 dB in PSNR,
as we demonstrate visually in Fig. 4. Similarly, we analyse
the significance of the 4™ (view-direction) plane Py, intro-
duced in this work, and find that it is responsible to an in-
crease of almost 3 dB in PSNR, which aligns with the visual
demonstration in Fig. 3. Please refer to the Supp. for de-
tailed results and additional ablation experiments. Finally,
like most super-resolution methods, ours too is susceptible
to non-ideal capturing conditions. We analyze their effect
on performance compared to the other baselines in the Sup-
plementary.

5. Conclusion

In this work, we introduce and investigate the novel
task of neural volume super-resolution — rendering high-
resolution views corresponding to a scene captured at low
resolution. We propose a neural scene representation model
that utilizes 2D feature planes, which we learn using LR
scene captures. We then render novel, high-resolution views
corresponding to the scene by super-resolving the 2D fea-
ture planes using a CNN model trained on a dataset of 3D
scenes. We validate our approach both quantitatively and
qualitatively on a diverse set of unseen synthetic and real-
world scenes, and show a significant increase in perfor-
mance compared to various baseline approaches in terms of
view consistency, as well as in terms of reconstruction and
perceptual quality, which demonstrate the major advantages
of operating in the volumetric representation domain. Be-
yond the advantage in performing volumetric scene super-
resolution, our work reveals the potential of this approach
for reconstructing scenes captured under other types of re-
alistic degradations (e.g. noise, blur), which we hope to in-
vestigate in future work.
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Appendices

A. Additional Evaluations

This section provides additional qualitative and quantitative evaluations that evaluate the proposed method in comparison
to existing methods for volumetric super-resolution.

A.1. Video Comparisons for Evaluating Across View-direction Consistency

The results in Tab. 1 demonstrate the advantage of our approach in terms of reconstruction quality, as measured inde-
pendently on each rendered novel view. However, a key advantage of directly super-resolving the volumetric representation
of the scene is that the added high-frequency, fine details are consistent across different views. While this consistency is
hard to assess when examining each output independently, it becomes apparent when merging the outputs into a video tra-
jectory, where geometric inconsistencies across adjacent viewing direction manifest themselves as prominent fidgeting-like
temporal artifacts. Therefore, to demonstrate the advantage of our volumetric SR approach, we compile a series of ‘fly-over’
videos corresponding to the rendered scenes. Please refer to the attached video files ‘RealWorldScenes.mp4’ and ‘Synthet-
icScenes.mp4’ to view side-by-side comparisons of results rendered through different methods operating in 3D (including
ours) with results by methods that apply 2D SR (including video SR [14]) in post processing. Please note the sharper results
produced by our method, as well as the prominent jittering artifacts introduced by 2D SR post processing baselines.

A.2. Effect of Non-Ideal Capturing Conditions

Like most super-resolution methods, ours too is susceptible to degradations such as noise or non-ideal (typically unknown)
downsampling kernels (PSFs). We perform experiments to quantify the effect of these conditions on the performance of our
method, compared with the performance of the top performing baseline methods from Tab. 1 under the same settings.

To this end, we simulate capturing with noise (typically under low-lighting conditions) by adding random Gaussian noise
with o = 5 to the set of LR image captures Z;] corresponding to a test scene s. Similarly, we simulate the non-ideal PSF case
in a separate experiment by using a Gaussian blur kernel with a standard deviation of o = 1 pixel for downsampling the GT
HR images in Z;; when creating the corresponding set of LR inputs Z;.

We report the results from the unknown PSF and additive noise experiments to the left and right of the slash sign in Tab. 3,
respectively. Compared to the ideal setting case, the performance of all three compared baselines is reduced considerably,
bringing them to perform at par under these conditions. In the case of our method, we conjecture that the reduced performance
can mainly be attributed to the undermining effect that the non-ideal capturing may have over the minimization of the Liycon
loss term. We believe addressing these interesting challenges can be a topic for future work.

Approach  Method PSNR (dB)(1)  SSIM (1) LPIPS ()
Naive Mip-NeRF [5]  26.68/26.87  0.872/0.762 0.205/0.190
Planes 26.27/26.25  0.869/0.800 0.201/0.260
Volume. SR Ours 26.64/26.60  0.875/0.726  0.189/0.249

Table 3. Non-ideal capturing conditions for 7). Performance of our method compared with the leading baselines from Tab. 1 when
simulating unknown, non-ideal downsampling kernel (left values) or additive noise (right values). We use a Gaussian blur downsampling
kernel (with o = 1 pixel) and an additive Gaussian noise (with ¢ = 5 gray levels) for creating the LR image sets in these simulations,
respectively. Experiment settings are identical to those in Tab. 1. Please refer to the text for more details.

B. Ablation Experiments

To understand the significance of different elements and design choices in our framework, we perform a series of ablation
studies. We next elaborate on the settings, report the results and derive conclusion from each of these experiments.

B.1. Significance of View-direction (4") Plane

As we describe in Sec. 3.1, Chan ez al. [9] use a tri-plane model constituting three positional feature planes { P, Py, P, }
for representing human face scenes. We propose to add a 4" feature plane Py;; whose two axes span the 2D space of possible
viewing directions for each point p. We do that in order to accommodate effects like non-uniform scene illumination, and
subsequently to improve reconstruction performance, as we show in Fig. 3.



To further evaluate the effectiveness of Py, we compare the proposed quadri-plane model with a tri-plane model com-
prising only the three positional planes. Note that we did not include SR model F' in this ablation experiment. We present a
qualitative side-by-side comparison in the attached ‘EffectOfViewdirPlane.mp4’ video file, and provide a quantitative perfor-
mance evaluation in Tab. 4, where we measure the performance of the two models on the task of reconstructing 1400 novel
views corresponding to 7 scenes, using the PSNR, SSIM and LPIPS metrics. The results by all metrics, including an almost
3dB increase in PSNR, indicate a clear advantage for the proposed quadri-plane model.

Pir PSNR (db)(1) SSIM (1) LPIPS ({)
With 28.7 0.898 0.078
Without 25.8 0.867 0.122

Table 4. Effect of 4™ feature plane Pu,. Reconstruction performance of our representation model G' with vs. without utilizing the 4™
view-direction plane Fg,. Results indicate a significant advantage for our quadri-plane (top row) as features in Pgr are able to account for
view-dependent effects such as non-uniform illumination and reflections.

B.2. Effect of Feature Planes Resolution NV

The spatial dimensions /N of the positional feature planes in the proposed quadri-plane representation model strongly
affects representation performance, as we discuss in Sec. 3.1 and demonstrate in Fig. 4. Too small planes cannot represent
high visual frequencies. On the other hand, using /N values much larger than the resolution of the captured scene images
results in visual artifacts when rendering novel views, as some plane regions remain uncovered by the information in Z°. As
a rule of thumb, we set N to be one to two times the resolution of the captured images I € Z°. To validate this choice, we
compare reconstruction performance over 1400 novel views corresponding to 7 scenes when setting NV to be a quarter, the
same as or 4 times the resolution of /. The representations in this experiment were learned using images I € Z° of size
400 x 400, and we use each learned feature plane as is, without super-resolving it with F'. The results in Tab. 5 suggest
setting an appropriate resolution value IV has a significant effect, and support our rule of thumb.

N/resolution(/ € Z%) PSNR (db)(1) SSIM (1) LPIPS (})

1/4 27.3 0.894 0.126
1 28.8 0.920 0.075
4 27.2 0.879 0.127

Table 5. Effect of positional feature planes resolution /N. Performance of our representation model when using positional feature planes
of different sizes /N. Results suggest this parameter strongly effect performance, as supported by the qualitative comparison in Fig. 4.

B.3. Effects of Inconsistency Loss Term £;,.,, and SR Model

We conduct additional ablation studies to analyse the role of these central components in the proposed volumetric SR
approach. To this end, we repeat the evaluation experiment reported in Tab. 1 twice more: Once without performing the
second training phase described in Sec. 3.3 (denoted ‘No Lin.on” in Tab. 6), and a second time where we discard the feature-
planes SR model F' (denoted by ‘No SR’). In the latter experiment we perform the second training phase while optimizing
only the weights of the decoder pair D, which take as input feature vectors v, extracted directly from the learned low-
resolution feature planes.

We report the results in Tab. 6, where we also bring as reference the results by the Mip-NeRF [5] baseline, by the naive
baseline utilizing our quadri-plane model (denoted ‘LR feature planes (Naive)’) and the results by our full proposed config-
uration (bottom row). Note the significant drop in performance when eliminating either the SR model F' (—0.7dB in PSNR)
or the practice of minimizing Lipcon (—1.4dB in PSNR), indicating the crucial role played by both of them.

C. Quantifying Across View-direction Consistency

To allow quantitatively evaluating this advantage of our approach, we next introduce a new Across View-direction In-
consistency (AVI) metric which aims to quantify the degree of geometrical inconsistency between every pair of test frames
corresponding to adjacent viewing directions. To this end, we harness the GT optical flow that can be extracted for every
adjacent frames pair in our synthetically rendered scenes.



Approach  Method PSNR (dB)(1) SSIM (1) LPIPS ({)

NeRF Mip-NeRF [5] 27.5 0.892 0.165
Volumetric No SR 27.8 0.899 0.126
SR No Lincon 27.1 0.887 0.160
(Ours) LR Feature Planes (Naive) 27.4 0.892 0.153
Proposed Configuration 28.5 0.911 0.099

Table 6. Ablation experiments. Comparing performance by the proposed method (bottom row) with its ablated variants when either
excluding feature planes SR model F' (denoted ‘No SR’), or not minimizing Lincon. Experiment settings are identical to those in Tab. 1.
The significant performance drop indicate the importance of both of components to the performance of our method. Please refer to the text
for more details.

Approach  Method AVI(])
. Mip-NeRF [5] 1.63
Naive Planes 1.97
pre. 2D SR SwinlR [24] 1.71
EDSR [25] 2.82
SRGAN [22] 2.92
post 2DSR - qwinR 4] 2.61
RSTT [14] 2.51
Volume. SR Ours 1.86

Table 7. Across View-direction Inconsistency (AVI). Inconsistency scores (lower is better) are evaluated across 800 test frames corre-
sponding to four synthetic scenes, following the experiment configuration from Tab. 1. The results reveal the inherent advantage of methods
operating in the 3D domain (including ours) over methods performing 2D SR in post processing. Please refer to the text for more details.

We bring the formula for computing the AVI score and describe in detail each of its parts in Sec. C.1. We report AVI
scores corresponding to our approach, as well as to all other compared baselines, in Tab. 7. The results reveal the inherent
advantage of methods operating in the 3D domain. In terms of consistency, our method scores in between those baselines
and significantly better than all methods performing 2D SR in post processing.

C.1. Calculating the AVI Score

We use the following formula to calculate the AVI score corresponding to a scene s:

1 Zsel| -1
1 Ak 2k
AVI = E Z Mk,k+1 : ||g(warp(lsr)) - g<zsr+1) ||2 (6)
k=0

The AVI for each scene is computed over the set 7, of rendered HR views Eér corresponding to all test frames available for
this scene. Since we have access to the Blender models used to generate the synthetic scene datasets, we are able to compute
ground truth optical flow motion vectors both for the forward flow fx_ ;1 and for the backward flow fy,1_,; between all
adjacent view-direction pairs k, k+ 1. We utilize the backward flow to warp each image to the next adjacent viewing direction

via
Warp(if,)(r) = a5 (r + frs1(r), @

where r denotes the 2D pixel location.

Ideally we would want the local differences between each frame and its warped adjacent view direction counterpart to be
independent of whether a scene is smooth or highly textured. To this end, we apply a pre-processing operator g on each of
the two frames independently, before calculating the difference between them:

g(i) = PatchNorm (Im2patch(i)). ®)

Here Im2patch(-) extracts all overlapping 7 X 7 patches from an RGB image and PatchNorm(-) acts by discarding very
smooth patches with standard deviation below a minimum value e = 3/255 (which are typically governed by noise) and



(a) Without masking (b) With My, ;41 (c) With closing (d) With closing + dilation
Figure 6. Effect of Mask M}, 11. We use masking to remove ghosting artifacts (e.g. the ship’s masts) in the warped image (a) prior to
calculating the error. Here we illustrate the effect of using the mask with or without processing it with morphological image operators
(b-d), and show that applying the fully processed mask yields significantly reduced ghosting artifacts (d).

normalizing the standard deviation of all other patches:

0, if std(p) < e

9
p/std(p), otherwise ©

PatchNorm(p) = {

Even though we have access to the ground truth motion vectors, the warping can still introduce ghosting artifacts due to
occlusions, i.e., pixels in image k that have no correspondence in image k + 1. To prevent errors stemming from the ghosting
artifacts from dominating the AVI metric, we introduce an error mask M}, 1, computed as follows: First, by using the
forward flow, we count how many pixels get mapped to the same pixel r:

Countk’kJr]_(T) = #{Q| \_q + fk%k+1(q” = T}' (10)

Pixels from viewing direction k + 1 for which this count is zero do not have a correspondence in viewing direction k. Thus,
our mask is defined as
0, if County y1(r) =0

1 Y

Mk,kJrl('f') = {

otherwise

)

Since the floor operation in the count computation can still lead to some ghosting due to subpixel occlusions, we apply a
morphological closing followed by erosion to the mask, using a “cross” structuring element of radius 1. The final mask in
Eq. 6 is thus given by

My g1 = erosion(closing(]\;[k,kﬂ)). (12)

When computing the AVI score, we only consider unmasked elements for the mean computation, i.e. n = #{r|Mj, y4+1(r) =
1} in Eq. 6. The effects of the raw mask and the different morphological operators are visualized in Fig. 6. Note that we use
the same motion vectors, and thus also the same masks, when computing the AVI score for each of the compared methods.

D. Synthetic Dataset 3D Scene Models

Our approach learns to super-resolve the volumetric representations by training on a set of training scenes S;. Being a
deep-learning-based approach, it requires sufficient amount of training data to be able to generalize from the training scenes
to unseen scenes. To meet this data requirement, we augment the synthetic scenes from [32] with 8 additional sequences
generated from the following freely available Blender scenes

* https://free3d.com/3d-model/bugatti-chiron-2017-model-31847.html
* https://free3d.com/3d-model/black-dragon-rigged—-and-game—ready—-92023.html

e https://free3d.com/3d-model/professional-scene-with—-coca-cola-bottle-57999.
html

* https://free3d.com/3d-model/gibson-es-335-816888.html


https://free3d.com/3d-model/bugatti-chiron-2017-model-31847.html
https://free3d.com/3d-model/black-dragon-rigged-and-game-ready-92023.html
https://free3d.com/3d-model/professional-scene-with-coca-cola-bottle-57999.html
https://free3d.com/3d-model/professional-scene-with-coca-cola-bottle-57999.html
https://free3d.com/3d-model/gibson-es-335-816888.html

e https://free3d.com/3d-model/fuzzy-bear--10429.html

* https://free3d.com/3d-model/harley-davidson—low—-rider—-84874.html
* https://free3d.com/3d-model/holiday-beach-cartoon—-scene-431138.html
e https://free3d.com/3d-model/donut-503129.html

* https://www.blendswap.com/blend/30606

* https://www.blendswap.com/blend/30328

e https://www.blendswap.com/blend/30072

e https://www.blendswap.com/blend/29594

e https://www.blendswap.com/blend/29435

e https://www.blendswap.com/blend/29080

* https://www.blendswap.com/blend/29508

* https://www.blendswap.com/blend/29461

* https://www.blendswap.com/blend/17636

e https://www.blendswap.com/blend/16763 (we removed the tender)

* https://www.blendswap.com/blend/16155

* https://www.blendswap.com/blend/13078

* https://www.blendswap.com/blend/5364

Training, validation and test sequences were generated using the Blender script provided by Mildenhall et al. [32].


https://free3d.com/3d-model/fuzzy-bear--10429.html
https://free3d.com/3d-model/harley-davidson-low-rider-84874.html
https://free3d.com/3d-model/holiday-beach-cartoon-scene-431138.html
https://free3d.com/3d-model/donut-503129.html
https://www.blendswap.com/blend/30606
https://www.blendswap.com/blend/30328
https://www.blendswap.com/blend/30072
https://www.blendswap.com/blend/29594
https://www.blendswap.com/blend/29435
https://www.blendswap.com/blend/29080
https://www.blendswap.com/blend/29508
https://www.blendswap.com/blend/29461
https://www.blendswap.com/blend/17636
https://www.blendswap.com/blend/16763
https://www.blendswap.com/blend/16155
https://www.blendswap.com/blend/13078
https://www.blendswap.com/blend/5364

