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Fig. 1. Split-aperture 2-in-1 computational cameras enable simultaneous capture of both optically coded and conventional uncoded images without inverse
image reconstruction or increasing the camera’s physical footprint. To achieve this, we split the aperture into two halves: one half modulated by a diffractive
optical element (DOE) to provide task-specific optical encoding, and the other remaining unmodulated. Then, with a commodity dual-pixel sensor found in
many smartphone and DSLR cameras, we separate the two wavefronts into their coded and uncoded components. The uncoded image retains unperturbed
high-frequency scene content, and enables conditional reconstruction of high-dynamic-range, hyperspectral, and depth measurements when paired with a
task-specific coded capture; outperforming existing computational optics methods or RGB-to-X methods which operate with a single coded or uncoded image.

While conventional cameras offer versatility for applications ranging from
amateur photography to autonomous driving, computational cameras allow
for domain-specific adaption. Cameras with co-designed optics and image
processing algorithms enable high-dynamic-range image recovery, depth
estimation, and hyperspectral imaging through optically encoding scene
information that is otherwise undetected by conventional cameras. However,
this optical encoding creates a challenging inverse reconstruction problem
for conventional image recovery, and often lowers the overall photographic
quality. Thus computational cameras with domain-specific optics have only
been adopted in a few specialized applications where the captured informa-
tion cannot be acquired in other ways. In this work, we investigate a method
that combines two optical systems into one to tackle this challenge. We split
the aperture of a conventional camera into two halves: one which applies
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an application-specific modulation to the incident light via a diffractive
optical element to produce a coded image capture, and one which applies
no modulation to produce a conventional image capture. Co-designing the
phase modulation of the split aperture with a dual-pixel sensor allows us to
simultaneously capture these coded and uncoded images without increas-
ing physical or computational footprint. With an uncoded conventional
image alongside the optically coded image in hand, we investigate image
reconstruction methods that are conditioned on the conventional image,
making it possible to eliminate artifacts and compute costs that existing
methods struggle with. We assess the proposed method with 2-in-1 cameras
for optical high-dynamic-range reconstruction, monocular depth estimation,
and hyperspectral imaging, comparing favorably to all tested methods in all
applications.

CCS Concepts: • Computing methodologies→ Computational photog-
raphy.

Additional Key Words and Phrases: Computational Imaging, Co-Designed
Optics, Dual-Pixel Sensor, HDR Imaging, Hyperspectral Imaging, Monocular
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1 INTRODUCTION
Digital cameras have enabled ubiquitous applications in personal
photography, health, communication, remote sensing, and scien-
tific imaging, as well as robotics and autonomous driving, where
image data is consumed by downstream computer vision tasks.
Despite the wide variety of applications, today’s cameras are pri-
marily designed to capture a perfect image with optics that still
rely heavily on the linear model of optics derived by Gauss in the
19th century [Gauss 1843], independently of the domain—be that
imaging for display or imaging for the input of a downstream object
detector. Over the past twenty years, researchers have explored
computational cameras [Nayar 2006] that integrate optics and com-
putational models for specific tasks. These cameras, optimized for
particular applications, could significantly enhance the functionality
of traditional general-purpose camera systems. The co-design of
optics and reconstruction algorithms has allowed for new capabil-
ities such as single-shot high-dynamic-range [Metzler et al. 2020;
Sun et al. 2020], large field-of-view [Peng et al. 2019], extended
depth-of-field [Sitzmann et al. 2018], super-resolution [Sitzmann
et al. 2018], and hyperspectral [Baek et al. 2021] imaging.

Despite their demonstrated potential, computational cameras re-
main limited to niche uses like microscopy [Pavani and Piestun 2009;
Shechtman et al. 2014] or applications not involving co-designed
optics and sensors, such as burst or multi-camera mobile phone
imaging [Hasinoff et al. 2016]. A significant barrier is the ill-posed
nature of the reconstruction problem, complicating signal extraction
amidst sensor and photon noise and often leading to artifacts absent
in traditional systems. Furthermore, the high computational de-
mands of these methods, typically involving image-to-image neural
networks, require substantial energy and bandwidth, a significant
issue with the high resolutions of modern smartphones. Conse-
quently, smartphones often employ conventional camera arrays, a
costly yet more feasible alternative to computational optics.
In this work, we tackle these challenges by adding co-designed

optics to a conventional optical system, simultaneously capturing
an optically coded and a conventional, uncoded image without in-
creasing the physical footprint of the camera. To merge two optical
systems into one, we split both the aperture and sensor pixels of
the proposed compound camera system. In the aperture plane, we
modulate the phase of the captured light using a diffractive optical
element (DOE). Specifically, we only modulate the wavefront in
half of the aperture, leaving the other half unmodulated with no
phase offset. To untangle the two wavefronts on the sensor, we make
use of existing dual-pixel sensors, which collect separate images
from each half of the camera aperture and have – primarily for
autofocus – been broadly deployed in professional and smartphone
cellphone cameras [Abuolaim et al. 2021; Garg et al. 2019]. The
conventional capture serves as a condition for computational image
reconstruction, as reconstructed measurements must be consistent
with both the effects of the encoding and with the underlying scene
content in the uncoded capture, reducing reconstruction artifacts
otherwise caused by the loss of high-frequency details in the coded
capture. Moreover, a conventional RGB image is immediately avail-
able for downstream applications – e.g., a viewfinder – without
computationally expensive inverse image reconstruction.

We assess the proposed approach on diverse set of computational
camera applications which rely on co-designed optics, both in simu-
lation and with experimental prototypes. Specifically, we validate
that the proposedmethod is capable of reconstructing high-dynamic-
range measurements, monocular depth estimates, and hyperspectral
images, outperforming existing methods in all cases. Specifically,
we make the following contributions:

• We introduce a monocular single-shot imaging setup that cap-
tures an optically coded and a conventional uncoded image
simultaneously.

• We propose a method for differentiable optics design that
splits the aperture into two zones, each modulating half of
the light entering the optical system. We disentangle the two
optical paths by co-designing this split-aperture modulation
with a dual-pixel sensor capture setup.

• We develop a conditional reconstruction framework designed
to extract task-specific information from the encoded capture,
conditioned on the uncoded conventional capture.

• We validate the proposed method in simulation and experi-
mentally, confirming that the method is capable of combining
two optical systems into one for optical high-dynamic-range
reconstruction, monocular depth estimation, and hyperspec-
tral imaging. We demonstrate significant improvements over
tested RGB-to-X methods which rely on only an uncoded
capture and computational optics approaches that only make
use of a coded capture.

Optimized lens designs, network checkpoints, and code are available
at: https://light.princeton.edu/2in1-camera.

Limitations. We rely on an academic nanofabrication facility to
prototype the diffractive dual aperture device. As such, the quality
of the fabricated phase plate is substantially lower than state-of-
the-art nanofabrication processes. Although limiting the quality of
the optical encoded aperture half, the proposed method allows for
online compensation with the uncoded reference half, contrasting
existing design methods. As a result of optical prototyping available
to the authors, we design the proposed design as an add-on phase
plate with a reduced aperture size. Future implementations may lift
this prototype restriction by co-designing the compound optical
system with the dual aperture encoding.

2 RELATED WORK
Differentiable Diffractive Optics. Conventional imaging systems

employ compound refractive lens systems that are typically hand-
engineered for image quality in isolation [Tseng et al. 2021], i.e.,
independently downstream camera tasks. Conventional refractive
lens stacks are constrained by their smooth surface profile which
can only provide smooth phase modulation, therefore limiting the
design freedom to optically encode the desired task-specific scene
information. To overcome these limitations, a large body of work in
computational photography has explored the design of specialized
lens system with diffractive optical elements (DOEs). With micron-
scale surface profile, DOEs allow for fine-grained modulation of the
phase of incident light via diffraction [Levin et al. 2007]. Researchers
have shown that such optical systems can also be optimized via
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back-propagation [Sitzmann et al. 2018; Wang et al. 2022], by mod-
eling the imaging formation process with differentiable wave optics.
Paired with a learnable reconstruction algorithm, such differentiable
diffractive optics have not only allowed for high-quality color imag-
ing [Peng et al. 2019], but have also enabled diverse applications in
microscopy [Liu et al. 2022; Nehme et al. 2020], monocular depth
imaging [Chang and Wetzstein 2019; Haim et al. 2018; Ikoma et al.
2021; Wu et al. 2019], high-dynamic range imaging [Metzler et al.
2020; Sun et al. 2020], hyperspectral imaging [Baek et al. 2021; Jeon
et al. 2019; Li et al. 2022], and computer vision tasks [Shi et al. 2022;
Tseng et al. 2021].

Snapshot Optics for Multimodal Acquisition. To enable additional
imaging modalities beyond capturing RGB intensity, such as re-
solving the incident light in wavelength and time, existing capture
systems often employ scanning-based or parallel acquisition. By
design, scanning-based approaches [Brusco et al. 2006; Yoon et al.
2019] require a sequential acquisition that increases capture time,
often prohibiting their use for dynamic scenes or real-time appli-
cations. Parallel imaging with multiple sensors does not increase
the acquisition time but comes at the cost of a larger footprint [Gao
and Wang 2016; Hagen et al. 2012] and a challenging alignment
requirement when the same optical path is not shared. Another line
of work [Baek et al. 2021; Jeon et al. 2019; Sun et al. 2020] explores
snapshot optical systems that optically encode scene information
with engineered PSFs that spatially multiplex over the sensor. While
researchers have investigated recovering both RGB and additional
multimodal image information from a single image, the image qual-
ity of the recovered images has been trailing that of conventional
sensors due to the challenging reconstruction problem. In this work,
we tackle this challenge and encode both a conventional capture and
an encoded capture in the same optical path using a split aperture
and a dual-pixel sensor.

Dual-pixel Sensors. Dual-pixel sensors rely on pixel technology
where each pixel, without increasing pixel pitch, is split into two
parts using two separate photodiode charge collection sites. As a
result, for in-focus light, the µm-scale baseline between diodes in a
dual-pixel sensor produces virtually zero “binocular-disparity” (pixel
shift) between left and right views. Conversely, when the light is out-
of-focus, it exhibits "defocus-disparity" – a depth-dependent change
in the defocus blur between the left and right images. Early Canon
sensors utilizes such defocus-disparity to perform phase difference
autofocus (PDAF) [Kobayashi et al. 2016] – by comparing the signed
average disparity value, autofocusing algorithms can determine the
direction and extent of the defocus and move the lens accordingly
to minimize the disparity. Today, dual-pixel sensors have become
increasingly common among commercial cameras, including both
DSLRs and smartphone imagers. While initially designed for aut-
ofocus, recent works have shown that the defocus-disparity from
dual-pixel captures can be used for additional tasks such as depth
estimation [Garg et al. 2019; Pan et al. 2021], reflection removal [Pun-
nappurath and Brown 2019], and deblurring [Abuolaim and Brown
2020; Abuolaim et al. 2021]. In this work, in contrast to existing
works that extract additional information from the natural defocus
blur, we deliberately introduce additional phase modulation to half
of the aperture using an optimized diffractive optical element. This

allows us to extract task-specific information from the modulated
side of the aperture while retrieving an undisturbed all-in-focus
reference capture from the other side, without having to align the
coded and uncoded captures.

Split/Multi Aperture Cameras. Researchers have long explored
methods for capturing multiple images simultaneously using a sin-
gle camera setup for diverse applications. In cinematography, split
diopter or split-field diopter lenses are used to focus simultaneously
at different depths, as noted by Malkiewicz [Malkiewicz and Mullen
2009]. These lenses cover only one half of a camera lens, rendering
one half nearsighted and the other farsighted to create an illusion of
deep focus. In the early 2000s, various split aperture camera designs
were proposed for High Dynamic Range (HDR) imaging [Aggarwal
and Ahuja 2004; Wang et al. 2005]. These designs typically employ
mirrors and beamsplitters to direct incoming light to multiple CCD
sensors, thus capturing the same scene at different brightness levels.
Additionally, Green et al.[Green et al. 2007] proposed a design that
splits the aperture into a central disc, enabling the capture of 2x2 im-
ages on the sensor with varying aperture sizes using relay optics and
folding mirrors. Advancements in polarization-sensitive cameras
have led to new methods, such as that by Ghanekar et al.[Ghanekar
et al. 2022], which split the two lobes of the Double-Helix PSF and
combines them with two polarizers in the pupil plane, capturing
separate images across polarization channels to enhance depth re-
construction accuracy. Extending these advancements, our work
integrates DOE with dual-pixel sensors, prevalent in commercial
DSLR and smartphone cameras, to propose a versatile split-aperture
2-in-1 imaging system. This system is designed to produce both an
application-specific modulated image and a conventional RGB cap-
ture without increasing the camera form factor, making it suitable
for a wide range of coded imaging applications in consumer devices.
Below, we review related work in the application domains explored
with our proposed imaging method.

High-Dynamic-Range Imaging. While the ability to capture high-
dynamic-range (HDR) scenes is crucial for many computer vision
tasks such as nighttime self-driving, the dynamic range of a camera
is fundamentally limited by the sensor well capacity, which results
in standard commercial sensors having only a low dynamic range
(LDR). As a result, standard sensors are not able to simultaneously
capture a bright and a dark region outside of the sensor dynamic
range in a single image, resulting in either saturated bright regions
or low SNR in dark regions. Traditionally, multiple LDR images
are captured with different exposure to be combined into an HDR
image [Debevec and Malik 2008; Reinhard et al. 2010]. Recent burst
techniques [Hasinoff et al. 2016] in smartphones are capable of ac-
quiring HDR images for static scenes but fail for highly dynamic
scenes, e.g., in outdoor automotive environments. Deep learning
networks [Chen et al. 2023; Khan et al. 2019; Liu et al. 2020; Santos
et al. 2020] have been used to generate plausible HDR content from
a single LDR image based on imaging priors, but still fail to faith-
fully recover saturated details. To address this limitation, several
approaches encode the HDR information into the captured LDR im-
age using an additional DOE. Rouf et al. [2011] and Sun et al. [2020]
spread the otherwise saturated information into unsaturated re-
gions, aiming primarily to recover small saturated regions (3+ EV)
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in night-time photography. While enabling high-fidelity reconstruc-
tion of the saturated regions, they leave noticeable artifacts in the
unsaturated areas. The proposed 2-in-1 camera tackles this issue by
acquiring a conventional LDR capture in addition to the optically
encoded capture within a single shot.

Hyperspectral Imaging. Hyperspectral images, which capturemuch
finer spectral band information than traditional 3-channel RGB, can
facilitate applications in agricultural monitoring, material classifi-
cation, and forensic science [Briottet et al. 2006; Näsi et al. 2015].
Scanning-based hyperspectral imaging methods [Brusco et al. 2006;
Yoon et al. 2019] take multiple captures at each desired wavelength
and isolate the spectral energy using additional bandpass filters.
Existing snapshot hyperspectral imaging approaches [Baek et al.
2017] require multiple optical elements including dispersive optical
elements (prisms), coded apertures and several lenses for relay and
imaging purposes, making them bulky and impractical for most ap-
plications. To achieve a small-form-factor snapshot spectral imaging
system, recent methods [Baek et al. 2021; Jeon et al. 2019; Li et al.
2022] rely on DOEs with spectrally varying point spread functions
to encode the hyperspectral information. However, as a result of the
ill-posed nature of the reconstruction problem, all of these snapshot
imaging systems have in common that the estimated hyperspectral
images suffer from artifacts and severe loss of high-frequency details.
In this work, we design a 2-in-1 camera which leverages the unmod-
ulated measurement as a guide image for single-shot hyperspectral
reconstruction, and retains this high-frequency content.

Monocular Depth Estimation. Benefiting from large training sets,
recent advances in deep neural networks have made it possible to
accurately estimate the relative depth of objects based on monoc-
ular cues such as occlusions and relative object sizes [Bhat et al.
2023; Ranftl et al. 2021, 2022]. To estimate absolute depth from a
single image, researchers have explored defocus blur as an addi-
tional monocular depth cue [Carvalho et al. 2018; Gur and Wolf
2019]. However, with a conventional camera, objects in front of the
in-focus plane can provide the same defocus blur as objects behind
the in-focus plane. To solve this ambiguity, a line of work [Chang
and Wetzstein 2019; Haim et al. 2018; Ikoma et al. 2021; Wu et al.
2019] explores the design of depth-dependent PSFs with diffractive
optical elements to unambiguously encode depth information. By
design, these existing methods have in common that the spectral
and spatial information of the scene are scrambled in the process,
resulting in chromatic artifacts and blur in the recovered RGB-D
images. Here, in addition to the depth-dependent encoded image,
the proposed 2-in-1 camera also acquires an in-focus capture with
the same optical path, which allows it to benefit from the monocular
depth cues for depth estimation as well as recover an RGB image
devoid of artifacts.

3 DUAL MODULATION IMAGE FORMATION
In this section, we describe the dual modulation image formation
that enables the design of 2-in-1 computational cameras.We describe
these proposed computational cameras in the following section.
We start by describing the operating principle of a dual-pixel

sensor. Unlike traditional camera sensors, every single pixel on

a dual-pixel sensor has two separate photodiodes located next to
each other such that the light from two half-disks of the aperture is
recorded independently, assuming a circular aperture, as shown in
Fig. 2. Such an asymmetrical arrangement can be either a left-right
or top-bottom pair; for simplicity, this paper considers a left-right
arrangement. Where traditional dual-pixel cameras usually rely on
a rotationally symmetric optical design to obtain two conventional
captures, here we aim to generalize the design of dual-pixel cameras
by introducing split-aperture modulation, where both captures are
the result of independent light modulation that is asymmetric in
the general case. Cameras designed under this principle incorporate
two imaging modalities in the same optical light path, hence the
concept of a 2-in-1 computational camera.

In the following, we derive the two PSFs of this image formation
process via wave optics analysis. At any given point (𝑥,𝑦, 0) within
the aperture plane, a wavefront with wavelength 𝜆 originating from
a singular on-axis scene point (0, 0,−𝑧)—positioned at a distance 𝑧
from the aperture plane—can be represented with a spherical phase
profile

𝜙s (𝑥,𝑦) =
2𝜋
𝜆

√︃
𝑥2 + 𝑦2 + 𝑧2 . (1)

The incident light passes through a DOE placed at the camera
aperture plane, acquiring a phase modulation

𝜙DOE (𝑥,𝑦) =
2𝜋 (𝜇 (𝜆) − 1)

𝜆
ℎ(𝑥,𝑦). (2)

Here, ℎ(𝑥,𝑦) is a 2D matrix representing the DOE height profile
and 𝜇 (𝜆) is the wavelength-dependent refractive index of the DOE
substrate. We allow both halves of the aperture height field ℎ to take
different forms

ℎ(𝑥,𝑦) =
{
ℎL (𝑥,𝑦), 𝑥 < 0,
ℎR (𝑥,𝑦), otherwise.

(3)

Immediately after the DOE, we assume a refractive lens focuses
the incident light. Assuming both the DOE and refractive lens are
co-located at the camera aperture plane, the lens can be modeled
with a corresponding quadratic phase profile

𝜙focus (𝑥,𝑦) =
−2𝜋
𝜆

(𝑥2 + 𝑦2)
2𝑓

, (4)

where 𝑓 is the focal length of the lens, representing the distance
between the sensor and the camera aperture plane when the camera
is focused at optical infinity.
After passing through the aperture plane, the incident light has

accumulated phase

𝜙𝑙 = 𝜙𝑠 + 𝜙DOE + 𝜙focus . (5)

This modulated light then propagates to the sensor, where it is
collected by separate photodiodes on each pixel. The PSF of this
image formation process is

𝑝 = |F −1{F {𝑢 (𝑥,𝑦)} · H
}
|2

= |F −1{F {𝐴(𝑥,𝑦) exp( 𝑗𝜙𝑙 )} · H
}
|2 .

(6)

Here, 𝑢 (𝑥,𝑦) is the complex-valued light field immediately after the
refractive lens,𝐴(𝑥,𝑦) is the amplitude, andH is the light transport
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Fig. 2. Dual-Pixel Sensing. Increasingly prevalent in DSLRs and smart-
phones for enhanced autofocus, dual-pixel sensors feature two photodiodes
per pixel, each capturing light from one half of the aperture independently.
A microlens on each pixel ensures this division, creating a system akin to
a miniaturized two-sample light field camera or a stereo system with an
extremely small baseline. This dual-pixel split applies to every color chan-
nel, ensuring that both captures retain full-color information, effectively
splitting the color filter array (CFA) into two separate CFAs.

term, which we model with the angular spectrum transfer function

H =

{
exp 2𝜋 𝑗 𝑓

𝜆

√︃
1 − (𝜆𝑓𝑥 )2 − 𝜆𝑓𝑦)2,

√︃
𝑓 2𝑥 + 𝑓 2𝑦 < 1

𝜆

0, otherwise,
(7)

where 𝑘 = 2𝜋
𝜆

is the wave number and F and F −1 denote the
Fourier transform and its inverse, respectively.
Due to the presence of the dual-pixel sensor combined with the

micro-lens array, incoming light from the left and right sides of the
aperture is collected separately by two interleaved pixel arrays. This
is equivalent to 𝐴(𝑥,𝑦) taking different and opposite forms for the
left and right captures

𝐴L (𝑥,𝑦) =
{
1, 𝑥 < 0 and 𝑥2 + 𝑦2 < 𝑟2a ,

0, otherwise,
(8)

𝐴R (𝑥,𝑦) =
{
1, 𝑥 > 0 and 𝑥2 + 𝑦2 < 𝑟2a ,

0, otherwise,
(9)

where 𝑟a is the aperture radius.
By successively substituting these expressions into Eq. (6), we

derive the following PSF models

𝑝L = |F −1{F {𝐴R (𝑥,𝑦) exp( 𝑗𝜙𝑙 )} · H
}
|2,

𝑝R = |F −1{F {𝐴L (𝑥,𝑦) exp( 𝑗𝜙𝑙 )} · H
}
|2,

(10)

where 𝑝L describes the image formation process of the left capture
while 𝑝R is its counterpart for the right capture. Note, as illustrated
in Fig. 2, light entering through one side of the aperture is focused
onto the opposite side of the pixel.
Then, for a given scene 𝐼scene, the dual-pixel sensor capture can

be modeled as
𝐼L = clip(𝑝L ∗ 𝐼scene + 𝑛L, 0, 1)
𝐼R = clip(𝑝R ∗ 𝐼scene + 𝑛R, 0, 1),

(11)

where 𝑛L and 𝑛R are the additional noise introduced by the sen-
sor and the output intensity value is clipped to a low dynamic

range of [0, 1]. We then simulate added read and signal noise with
a Poissonian-Gaussian distribution.

4 2-IN-1 COMPUTATIONAL CAMERAS
In this section, we first introduce 2-in-1 computational cameras
in general, irrespective of the task-specific optical encoding. We
formalize the reconstruction problem of these cameras as a con-
ditional inverse problem with access to both coded and uncoded
image captures sharing the same optical path. Next, we propose
several concrete 2-in-1 cameras that optically encode information
that is challenging to measure directly, namely high-dynamic range,
depth, and spectral information. An overview of the proposed 2-in-1
computational camera is illustrated in Fig. 3.

4.1 Task-Specific Split-Aperture Modulation
We first abstract 𝐹 as the wave propagation forward model described
in Sec. 3. Given a DOE height profile ℎ in the same optical configu-
ration as above, we express the corresponding PSFs (𝑝L and 𝑝R) of a
point light source of wavelength 𝜆 at depth 𝑧 after passing through
the left and right sides of the aperture as

𝑝L, 𝑝R = 𝐹 (ℎL, ℎR, 𝑧, 𝜆) , (12)

where ℎL and ℎR represent the left and right halves of the DOE
height profile. The forward modulation function 𝐹 above is fully dif-
ferentiable with respect to ℎ, thereby allowing us to design the DOE
via back-propagation. Specifically, for a given 𝑧 and 𝜆 of interest,
we pose the task-specific optical design problem as the following
optimization problem

ℎ∗ = argmin
ℎ

L𝑝 (𝐹 (ℎL, ℎR, 𝑧, 𝜆)) , (13)

where L𝑝 is a penalty function that is defined using the PSFs (and
potentially training data required for a reconstruction network).

In our approach, we opt not to introduce DOE phase modulation
to one half of the aperture. Specifically, for the purposes of this
paper, we keep the right half of the aperture unmodulated and have
set ℎR = 0, and employ task-specific phase modulation to the left
half of the aperture. As such, the left-side capture, 𝐼L, functions like
a conventional sensor capture. For clarity in subsequent discussions,
we will refer to 𝐼L as 𝐼uncoded (uncoded capture). Conversely, the
right-side capture, 𝐼R, is designed to encode additional, task-specific
scene information optically. In the later sections, this capture will
be denoted as 𝐼coded (coded capture).

𝑝uncoded, 𝑝coded = 𝑝L, 𝑝R = 𝐹 (ℎL, 0, 𝑧, 𝜆) ,
𝐼uncoded = 𝐼L = clip(𝑝uncoded ∗ 𝐼scene + 𝑛L, 0, 1),
𝐼coded = 𝐼R = clip(𝑝coded ∗ 𝐼scene + 𝑛R, 0, 1)

(14)

This design choice offers two benefits. First, it allows for a readily
available conventional capture without the need to solve a recon-
struction problem and incur additional computational cost. Sec-
ond, in contrast to computational cameras that only have access to
the coded capture, the availability of an almost perfectly aligned
conventional capture can be used to condition the reconstruction
method and allow for test-time optimization. As such, the method
can leverage additional monocular cues simultaneously captured in
the conventional image, as we describe next.
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Fig. 3. Split-Aperture 2-in-1 Computational Cameras. To simultaneously capture an optically coded and a conventional uncoded image in a single shot,
we propose task-specific phase modulation of one half of the aperture while keeping the other half unmodulated. The result is a hybrid imaging method: we
acquire an uncoded image paired with an optically encoded capture tailored to specific scene information. The computational block of the system processes
these dual images using a physics-based feature deconvolution block, relying on the task-specific optical point spread functions for a given application, and a
conditional encoder-decoder backbone, enabling the extraction of task-specific image modalities supported and consistent with the uncoded capture. We
demonstrate the effectiveness of this approach by demonstrating it for various computational photography applications, including high-dynamic-range,
monocular depth, and multispectral imaging, each benefiting from customized optical encoding and tailored reconstruction networks.

4.2 Conditional Image Reconstruction
With the dual-pixel sensor captures described in Sec. 3 in hand, we
design and optimize a task-specific reconstruction network 𝐺task
that has access to both the uncoded conventional capture 𝐼uncoded
and coded capture 𝐼coded, as well as the task-specific PSF 𝑝coded.
Specifically,

𝐼recon = 𝐺task (𝐼coded |𝐼uncoded, 𝑝coded)
𝑊 ∗

task = argmin
𝑊task

Ltask (𝐼recon) , (15)

where Ltask is a task-specific reconstruction loss and𝑊task repre-
sents all the parameters of the reconstruction network 𝐺task. In the
following, we use this general design principle to devise several
application-specific 2-in-1 computational cameras.

4.3 Coded Optics for High Dynamic Range Imaging
Existing work on snapshot HDR imaging has demonstrated that it
is possible to optically encode localized high-dynamic-range infor-
mation into nearby pixels using streak-like PSFs which optically
spread out the saturated image content that is no longer saturated
but superposed with the nearby image regions. Building on exist-
ing snapshot HDR imaging approaches [Rouf et al. 2011; Sun et al.
2020], which have successfully coded high-dynamic-range infor-
mation into adjacent pixels using streak-like PSFs, we proceed to
develop a 2-in-1 camera in line with this concept. We first optimize
the free design phase half to align with the streak-like target PSF

𝑝′HDR [𝑥,𝑦] =


1, 𝑥 = 𝑅

2
1, 𝑦 = 𝑅

2
0, otherwise

(16)

𝑝′HDR [𝑥,𝑦] =
0.5∑

𝑥,𝑦 𝑝
′
HDR [𝑥,𝑦]

, (17)

where 𝑅 denotes the DOE’s radius in pixels, by minimizing the
following penalty term

L𝑝,HDR = L1
(
𝑝coded, 𝑝

′
HDR

)
= L1

(
𝐹 (ℎL, 0,∞O, 𝜆RGB) , 𝑝′HDR

)
,

(18)

that is, the L1 distance between the simulated right-side PSF 𝑝coded
and the target streak-pattern PSF 𝑝′HDR when depth is at optical
infinity ∞O for discrete sampled RGB wavelengths 𝜆RGB. Note that
the PSFs are normalized to have a total energy of 0.5 since it only
collects the light passing through half of the aperture.
Without loss of generality, we train a physics-based conditional

reconstruction network𝐺HDR to reconstruct the original HDR scene.
Since the unmodulated capture 𝐼uncoded provides information in the
unsaturated regions of the scene, 𝐺HDR focuses on recovering the
saturated highlight regions from the streak pattern that are pro-
duced by convolving the highlights with our designed PSF 𝑝coded.
Therefore, reconstructing the highlights becomes a deconvolution
problem, and is tackled using a network with architecture simil-
iar to Deep Wiener Deconvolution Network (DWDN) [Dong et al.
2020], which initially conducts feature-based inverse filtering on the
coded capture, followed by an encoder-decoder network for image
reconstruction. Specifically, the process is formalized as follows

𝐼recon = 𝐺HDR (𝐼coded |𝐼uncoded, 𝑝coded)
= DWDN (𝐼uncoded, 𝐷 (𝐼coded, 𝑝coded))) ,

(19)

where 𝐷 is a differentiable implementation of the Wiener filter. See
Supplemental Material for additional details. We train this network
joinly with the pre-trained DOE profile with the following loss

LHDR = L1 (𝐼recon, 𝐼HDR)

+ 0.1L1
(
𝐼recon𝑀highlight, 𝐼HDR𝑀highlight

)
,

(20)

where 𝐼HDR is the ground truth HDR scene, L1 is a per-pixel L1
loss and𝑀highlight is a binary mask marking the highlight locations.
We train our model using a blend of outdoor night scenes and

indoor scenes sourced from HDRi Haven. These scenes are scaled
to have 1% to 5% of pixels saturated (values in the range [1, 28]).

4.4 Optically Coded Hyperspectral Imaging
Inspired by recent designs of small-form-factor snapshot spectral
imaging systems [Baek et al. 2021; Jeon et al. 2019; Li et al. 2022],
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we design a dual aperture camera that encodes 31-channel hyper-
spectral information into a 3-channel RGB capture by intentionally
introducing chromatic aberration. We employ a grating-like phase
profile for the coded aperture half to modulate the incident light,
inducing a wavelength-dependent lateral shift in the focus point.
This allows us to reconstruct the hyperspectral information based
on the shift magnitude relative to the aberration-free uncoded cap-
ture. More specifically, our design process begins with a grating
profile featuring slits that are 16 DOE pixels wide, as its first positive
order diffraction shifts approximately 1 pixel to the left for every 10
nm change in wavelength. We then refine this profile to increase
the total intensity in the first positive order while minimizing en-
ergy distribution in other areas, such as the zeroth or higher-order
diffraction positions. To this end, we set the target PSF to

𝑝′HS (𝜆) = Δ(GE(𝜆)),

= Δ(tan(sinh( 𝜆

16𝛿DOE
)) 𝑓

𝛿camera
),

(21)

where Δ(𝑥,𝑦) represents a Dirac delta at pixel (𝑥,𝑦), 𝛿DOE and
𝛿camera represent the pixel pitch size and GE(𝜆) computes the first
positive order position for a grating profile with a 16 DOE pixel slit
width, as per the grating equation.

To refine the DOE profile, we set

L𝑝,HS = L1
(
𝑝coded, 𝑝

′
HS

)
= L1

(
𝐹 (ℎL, 0,∞O, 𝜆HS) , 𝑝′HS

)
,

(22)

as the L1 distance between the simulated right-side PSF 𝑝coded and
the target PSF when depth is at optical infinity ∞O for discrete
wavelength samples 𝜆HS ∈ [400, 700] nm.

Similar to 𝐺HDR used for HDR scene reconstruction, we perform
reconstruction conditioned on the uncoded capture 𝐼uncoded with
optically-coded capture 𝐼coded, as well as the PSF of each sampled
hyperspectral wavelength 𝜆HS to provide physics-based cues for the
learned reconstruction backbone. We simulate the RGB captures
and recover a latent image as

𝐼uncoded = clip((𝑝uncoded ∗ 𝐼HS)𝑇𝑠 + 𝑛L, 0, 1),
𝐼coded = clip((𝑝coded ∗ 𝐼HS)𝑇𝑠 + 𝑛R, 0, 1),
𝐼recon = 𝐺HS (𝐼coded |𝐼uncoded, 𝑝coded)

= DWDN
(
𝐼uncoded, {𝐷 (𝐼coded, 𝑝coded (𝜆))}𝜆∈𝜆HS

)
),

(23)

where𝑇𝑠 represents the RGB sensor response curve. The reconstruc-
tion network is supervised to minimize both the perceptual loss
(LPIPS) in RGB space and Spectral Angle Mapper (SAM) [Kuching
2007] distance in hyperspectral space between the reconstructed
scene and ground truth scene, which can be expressed as

LHS = Lperc (𝐼recon𝑇𝑠 , 𝐼HS𝑇𝑠 ) + SAM (𝐼recon, 𝐼HS) , (24)

To improve the generalization of our computational camera, we
train on images from two datasets: CZ_HSDB [Chakrabarti and
Zickler 2011] and ICVL [Arad and Ben-Shahar 2016], and test on a
separate dataset, CAVE [Yasuma et al. 2008]. Each image in these
datasets is comprised of 31 spectral channels ranging from 400nm
to 700nm at 10nm intervals.

4.5 Monocular Depth from Coded Defocus
While typical monocular depth estimation methods rely on learned
image-space depth cues such as relative object sizes to estimate the
relative position of objects, a line of work [Chang and Wetzstein
2019; Haim et al. 2018; Ikoma et al. 2021; Wu et al. 2019] depth-from-
defocus approaches with engineered PSFs that optically encode
absolute depth using a DOE. We investigate a 2-in-1 computational
camera that relies on depth-dependent concentric rings as a target
PSF, following the design from Haim et al. [2018] but is conditioned
on a simultaneously captured monocular RGB image. Specifically,
for different depths 𝑧𝑘 within 1–5m, we set our target PSF as a
semicircle with radius 𝑟 growing 1 sensor pixel per 20 cm,

𝑝′depth (𝑧) = HCir (−5𝑧 + 25) , (25)

where HCir(𝑟 ) represents a semicircle with radius 𝑟 pixels and
HCir(0) is a Dirac peak. We propose to optimize the DOE phase
pattern (ℎ) to focus light effectively with a target half-ring pattern
as

L𝑝,depth =
∑︁
𝑘

∑︁
𝑥,𝑦

(
𝐹 (ℎL, 0, 𝑧𝑘 , 𝜆RGB)𝑀

(
𝑝′depth (𝑧𝑘 ), 𝛿

))
[𝑥,𝑦],

(26)
where𝑀

(
𝑝′depth (𝑧), 𝛿

)
is a mask for pixels located more than 𝛿 (set

to 1 pixel) away from the target split ring 𝑝′depth (𝑧). To simulate
captures, we partition the scene 𝐼Depth into multiple depth planes
from 1 m to 5 m in 0.25 m intervals, and convolve each depth layer
with the corresponding PSF as

𝐼uncoded = clip(
∑︁

𝑧∈{1,1.25,...,5}
(𝑝uncoded (𝑧) ∗ (𝐼Depth𝑀 (𝑧)) + 𝑛L, 0, 1),

𝐼coded = clip(
∑︁

𝑧∈{1,1.25,...,5}
(𝑝coded (𝑧) ∗ (𝐼Depth𝑀 (𝑧)) + 𝑛R, 0, 1),

(27)

where𝑀 (𝑧) is a mask of pixels with depth with in 𝑧 ± 0.125 m.
For conditional reconstruction, we employ ResNet18 [He et al.

2016] to extract features from both captures separately, before feed-
ing them into a shared decoder. The network is optimized using the
following loss

Ldepth = L1 (𝑍recon, 𝑍GT) + Lgrad (𝑍recon, 𝑍GT), (28)

withL1measuring per-pixelL1 distance between the reconstructed
depth (𝑍 recon) and ground truth (𝑍GT), and Lgrad comparing the
gradient of reconstructed depth to the ground truth. To train and
validate our approach, we use the FlyingThings3D dataset [Mayer
et al. 2016], which contains pairs of all-in-focus RGB images and
corresponding disparity maps.

5 ASSESSMENT
In this section, we evaluate the proposed method both in simula-
tion and experimentally. We focus on three computational optics
applications described in the previous section: recovery of high
dynamic range (HDR) images from optically-encoded streak images,
monocular depth imaging using coded depth-from-defocus, and
hyperspectral image reconstruction via chromatic aberrations.
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Fig. 4. Experimental Prototype. We built an experimental prototype,
shown in (a), to evaluate the proposed method. The fabricated DOEs, shown
in (c), are manufactured based on the phase profiles designed for each
application, as shown in (d), utilizing a 16-level photolithography process.
While this DOE is designed to be in the aperture plane of the target camera
configuration, we opt to design and 3D print a DOE holder (b) to position
the DOE adjacent to the lens cover glass, circumventing the need to dissect
a commercial multi-element compound lens.

5.1 Experimental Prototype
To assess the method experimentally, we fabricate a DOE tailored
to each application and build a prototype 2-in-1 camera system, as
illustrated in Fig. 4. The DOE fabrication involves a 16-level pho-
tolithography process on a fused silica wafer, see Supplemental
Document for details. The DOE has a diameter of 8.64 mm and em-
ploys a chrome layer as an optical baffle. Our camera setup consists
of a Canon EOS 5D Mark IV dual-pixel camera paired with a Canon
EF 50mm f/1.8 STM lens. Although the DOE design is ideally suited
for placement in the aperture plane of the target camera, we opt
to design and 3D print a custom add-on DOE holder to avoid the
complexities of modifying a commercial multi-element compound
lens or constructing a 4F relay system. The holder positions the
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Fig. 5. Cross-talk Dual-Pixel Calibration. In theory, each photodiode in
a dual-pixel sensor independently records light from only one half of the
aperture. In practice, off-axis light causes crosstalk, with light intended for
one photodiode being captured by the other. Here, (a) illustrates the angle-
dependent crosstalk. We calibrate a fixed crosstalk ratio for the central
3072 × 3072 pixels, as indicated by the colorbar at the top of (b). This
enables accurate retrieval of clean coded and uncoded captures across
various applications, see (b).

DOE directly next to the lens cover glass, minimizing the propa-
gation distance between the DOE and aperture plane. Markers on
the holder line up with the camera body to ensure that the DOE is
center-aligned with the lens.
We proceed to calibrate the crosstalk between the left and right

views in our camera system. Ideally, each pixel’s two photodiodes
should independently record light from the two half-disks of the
aperture. However, in practice, this separation is imperfect, particu-
larly for off-axis light. Consequently, some light intended for one
side of the photodiodes is mistakenly recorded on the other, leading
to crosstalk between the two captures, as illustrated in Fig. 5. This
cross-talk can be formalized as

𝐼∗L = (1 − 𝛼𝑙→𝑟 )𝐼L + 𝛼𝑟→𝑙 𝐼R

𝐼∗R = (1 − 𝛼𝑟→𝑙 )𝐼R + 𝛼𝑙→𝑟 𝐼L .
(29)

Here, 𝐼L and 𝐼R denote the theoretical left and right captures, while
𝐼∗L and 𝐼∗R represent the actual recorded views. The terms 𝛼𝑙→𝑟 and
𝛼𝑟→𝑙 represent the per-pixel cross-talk ratios from the left view to
the right view and vice versa, respectively. Notably, this observed
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Table 1. Quantitative Evaluation of HDR Reconstruction Quality. We
measure the reconstruction quality in the overall image and the highlight re-
gions, using the RMSE and PSNR, where PSNR is calculatedwith amaximum
value of 28. We compare the proposed method against learned LDR-to-HDR
methods, represented by DeepHDR [2020] and CEVR [2023], and recent
DOE-based snapshot HDR imaging methods, represented by Rank-1 Op-
tics [2020]. Additionally, we include a comparison where only the coded
capture is used as the only input to the reconstruction network.

↓RMSE ↑PSNR ↓RMSE𝐻 ↑PSNR𝐻

DeepHDR [2020] 4.01 41.58 31.56 24.12
CEVR [2023] 3.17 42.55 25.32 25.29
Rank-1 Optics [2020] 2.96 43.64 20.93 26.81
Coded Capture Only 1.39 48.18 10.82 31.33
Proposed 0.88 54.87 7.14 37.68

cross-talk aligns with phenomena previously observed but we find
it not being analyzed in dual-pixel sensor studies [Xin et al. 2021].

Given that the cross-talk ratio depends on the view angle rather
than the scene itself, we look to calibrate the values of 𝛼𝑙→𝑟 and
𝛼𝑟→𝑙 to remove it. We begin by blocking the left half of the aperture
(setting 𝐼R = 0) and capturing a white wall. Under these conditions,
the captures can be simplified as

𝐼∗L = (1 − 𝛼𝑙→𝑟 )𝐼L
𝐼∗R = 𝛼𝑙→𝑟 𝐼L .

(30)

From this, we calculate the cross-talk ratio from left to right view,
that is

𝛼𝑙→𝑟 =
𝐼∗R

𝐼∗L + 𝐼∗R
. (31)

We repeat this process to determine the value of 𝛼𝑟→𝑙 . With
these ratios, we accurately recover the clean encoded and uncoded
captures

𝐼coded = 𝐼R =
𝐼∗R − 𝛼𝑙→𝑟 𝐼

∗
L

1 − 𝛼2
𝑟→𝑙

− 𝛼𝑙→𝑟𝛼𝑟→𝑙 + 𝛼2
𝑙→𝑟

,

𝐼uncoded = 𝐼L = 𝐼∗L + 𝐼∗R − 𝐼R .

(32)

As the crosstalk ratios are constant for our setup, this calibration is a
one-time step, and we conduct this calibration process on the central
3072 × 3072 pixels of the sensor, using the same crosstalk ratios for
every capture, whether it is for HDR imaging, depth estimation, or
hyperspectral imaging.

5.2 Snapshot High Dynamic Range Imaging
We first assess the proposed method for coded high-dynamic range
imaging introduced in Sec. 4.3 using both simulated captures and
real-world captures obtained by our experimental prototype. Qual-
itative and quantitative comparisons using synthetic datasets are
reported in Fig 6 and Tab 1, respectively, and experimental assess-
ments are presented in Fig 7. Additional qualitative comparisons
are available in the Supplemental Document.

5.2.1 Synthetic Assessment. We compare the proposed method to
existing snapshot HDR imaging methods, and consider two types of
baselines: (i) Learned LDR to HDR methods that synthesize content

for the saturated regions, represented by the recent DeepHDR [San-
tos et al. 2020] and CEVR [Chen et al. 2023]; (ii) HDR imaging which
optically encodes the saturated regions into the unsaturated regions
to recover HDR, represented by Rank1 Optics [Sun et al. 2020]. Ad-
ditionally, we include a comparison where only the coded capture is
used as input to the reconstruction method. For these experiments,
we generate the LDR input by either clamping the HDR ground truth
with simulated noise to [0, 1], or we simulate sensor measurements
for the optical design of the respective baseline method and use the
pretrained network weights provided by the authors. We assess re-
construction quality with RMSE and PSNR metrics, measuring both
the overall image quality and specifically in the highlight regions.
Qualitative and quantitative comparisons are reported in Fig 6 and
Tab 1, respectively, with additional comparisons presented in the
Supplemental Document.
DeepHDR [Santos et al. 2020] is a learning-based method for

recovering overexposed pixels in a low dynamic range (LDR) image;
pre-trained on a dataset of 2.5 million images for the task of inpaint-
ing, and fine-tuned on a set of 2,000 images for high dynamic range
(HDR) generation. CEVR [Chen et al. 2023] extends the bit depth of
LDR inputs and enables the generation of images across arbitrary,
continuous exposure values (EVs) through a continuous exposure
value representation. The method uses a cycle training strategy to
supervise the model, allowing it to produce continuous EV LDR
images without corresponding ground truths. However, due to the
inherent lack of information, both DeepHDR and CEVR primarily
synthesizes plausible image texture in overexposed regions that
may not accurately represent the original scene.

Aiming to recover the saturated regions, Rank-1 Optics [Sun et al.
2020] proposes an optical system that employs a DOE with a rank-1
streak-like phase pattern. A co-optimized reconstruction network
isolates the unsaturated regions from the encoded data and then
restores the overexposed highlights. Unfortunately, this approach
blends LDR image content with these streak PSFs, resulting in resid-
ual artifacts in the recovered HDR images.

The proposed 2-in-1 dual aperture camera is capable of acquiring
coded HDR information and uncoded LDR information simultane-
ously. The uncoded capture provides a conventional image with
unsaturated regions unaffected by an optical encoding, while the
coded capture specializes in mapping HDR signals onto an LDR
sensor. This encoding process, not required to preserve LDR signals,
learns to create multiple scaled duplicates of overexposed regions
across a broader exposure spectrum, effectively combining multiple
exposures at several locations in a streak pattern. Unsurprisingly,
the encoding is designed to work with an uncoded capture that
contains the LDR information; without the uncoded capture the
approach fails to reconstruct these regions of LDR content, resulting
in low image quality.

5.2.2 Experimental Assessment. Next, we experimentally verify the
proposed method for optically coded HDR. To this end, we first
measure the PSF of the prototype system with the split aperture
DOE installed. We employ exposure bracketing to measure the HDR
PSFs, and the merged PSF measurements are presented at the top
of Fig. 7. These measurements confirm that our fabricated DOE
exhibits a PSF with the simulated streak shape. However, they also
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Fig. 6. Snapshot HDR Methods in Simulation. We assess the proposed method for snapshot HDR imaging in simulation by comparing the proposed
method to the LDR-to-HDR method DeepHDR [Santos et al. 2020], and the DOE-based Rank-1 Optics approach [Sun et al. 2020]. For each scene, the leftmost
column shows our method, followed by the reconstructed scenes at 0EV, -3EV, and -6EV. We also provide close-ups of the saturated regions to show the
resolution of fine structures. DeepHDR, constrained by its LDR input, produces plausible HDR imagery but falls short in detailed recovery. Conversely, Rank-1
Optics occasionally struggles to differentiate HDR encoding from LDR content, resulting in visible streak artifacts. By simultaneously obtaining both LDR
uncoded capture and coded capture, the proposed method is able to reconstruct highlight details without affecting the imaging quality of the LDR content.
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rows evaluate the method for outdoor scenes, comparing our results with Ground Truth data obtained through bracketed exposures. The proposed method is
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intensity levels that significantly deviate from those in the ground truth captures. Please zoom into the electronic version of this document for details.
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reveal pronounced chromatic aberrations in the PSF. We employ
a two-step fine-tuning process for our reconstruction network to
mitigate fabrication discrepancies in the learned DOE and distri-
bution shifts between synthetic and real-world captures. First, we
finetune the network using the PSF measured post-fabrication on
synthetic data. This step provides the network with information on
the characteristics of the fabricated DOE. Subsequently, we refine
the output to ensure cross-modal consistency. Specifically, we em-
ploy a loss that ensures reintroducing the reconstructed highlights
into the image forward model produces a simulated coded capture
that closely matches the captured ones in intensity. This approach
effectively aligns the reconstruction with both the measured DOE
behavior and the real-world captures. Further details are provided
in the Supplemental Document.

We proceed to test the proposed 2-in-1 computational camera in
outdoor environments. For each scene, we first capture a reference
image using the same camera without the DOE across varying ex-
posures, to serve as reference for qualitative evaluation. Then, we
attach the DOE to the lens and capture the scene again. The captured
image is split into the uncoded and coded captures, which are then
input into the reconstruction network to generate the reconstructed
high dynamic range scene. Experimental results are reported in Fig.7
and the Supplemental Document. For every scene, we show the un-
coded and coded captures from our prototype, the reconstructions
from our method, and the reference captures obtained via exposure
bracketing. Additionally, we compare these results with the learned
LDR-to-HDR method DeepHDR [Santos et al. 2020], applied to the
uncoded capture. We find that the proposed single-shot method
is capable to recover fine details in saturated regions, such as tree
branches, in contrast to, which DeepHDR often inaccurately hallu-
cinates content, occasionally producing results that differ by orders
of magnitude in intensity from the ground truth captures.

5.3 Snapshot Hyperspectral Imaging
Next, we assess the proposed method for aberration-guided hy-
perspectral imaging which is described in Sec. 4.4. For synthetic
assessment, we use a different dataset CAVE [Yasuma et al. 2008]
from the training datasets, and we also experimentally assess the
proposed method on real-world captures. Qualitative and quanti-
tative comparisons using synthetic datasets are reported in Fig 8
and Tab 2, respectively, and experimental assessments are presented
in Fig 9. Additional qualitative comparisons are available in the
Supplemental Document.

5.3.1 Synthetic Assessment. We compare the proposed methods to
two types of snapshot hyperspectral imaging techniques: (i) learned
RGB to hyperspectral methods, represented by the HRNet [Zhao
et al. 2020], which reconstructs hyperspectral information from a
single RGB capture; (ii) diffractive optics-based methods, which
encode spectral information optically and recover it computation-
ally, represented by QDO [Li et al. 2022]. Additionally, we include a
comparison where only the coded capture is used as input in our
proposed method. For these experiments, the model is fed either
ground-truth RGB images with simulated noise or simulated sen-
sor measurements based on the optics design specifications of the
baseline methods. We use the same camera response curve as the

Table 2. Quantitative Evaluation of Hyperspectral Reconstruction
Quality. We evaluate reconstruction quality using the SSIM, PSNR, and
SAM metrics. We compare the proposed method against RGB-to-Spectrum
methods, represented by HRNet [2020], and recent DOE-based snapshot
spectral imaging systems, represented by QDO [2022]. Additionally, we
include a comparison where only the coded capture is used as input to our
reconstruction network.

↑PSNR [dB] ↑SSIM ↓SAM
HRNet [2020] 26.76 0.88 0.40
QDO [2022] 23.60 0.67 0.45
Coded Capture Only 24.46 0.72 0.45
Proposed 32.96 0.90 0.15

proposed method for HRNet, as it is tailored for unknown, uncali-
brated cameras [Arad et al. 2020]. For QDO, we use the pre-trained
reconstruction models and camera settings provided by the authors
for end-to-end optimization of the optics design and reconstruction.
Qualitative and quantitative comparisons are reported in Fig 8 and
Tab 2, respectively, while additional comparisons are presented in
the Supplemental Document.
HRNet [Zhao et al. 2020], the top performer in the NTIRE 2020

Spectral Reconstruction from RGB Image Challenge [Arad et al.
2020] Real Image Track, utilizes a 4-level hierarchical regression net-
work to convert RGB images into hyperspectral ones, extrapolating
missing spectral information through priors learned during training
without requiring specific setups or camera details. While it delivers
high-quality outputs and comparable SSIM scores to our method,
its low SAM score highlights its limitations in spectral accuracy,
particularly in individual spectral channels.
QDO [Li et al. 2022] proposes quantization-aware deep optics

for diffractive snapshot hyperspectral imaging, using a joint op-
timization of the quantized DOE and a Res-UNet reconstruction
network, with consideration of fabrication constraints. However,
the quantization in the design phase, while simplifying fabrication,
severely limits design freedom and final image quality.

The proposed 2-in-1 camera system merges two optical function-
alities into a single optical system, enabling the capture of spectral
information through optical encoding while circumventing the spa-
tial resolution loss typically associated with DOE spectral coding,
achieving a margin larger than 6 dB in PSNR and a 0.25 dB mar-
gin in SAM over the existing method. The reconstruction quality
stems from the simultaneously captured uncoded capture. When
removing the uncoded capture, the proposed method exhibits limi-
tations similar to other diffractive optics-based methods, validating
the proposed 2-in-1 camera design.

5.3.2 Experimental Assessment. In the following, we experimen-
tally verify the proposed optically-coded hyperspectral imager. Fig. 9
shows these PSF measurements visualized in the RGB domain, com-
pared to the designed PSFs. These measurements confirm that the
fabricated DOE reproduces the wavelength-dependent shift in the fo-
cal point from simulation, resulting in a rainbow-like PSF. However,
the measurements also reveal slight blur and varying diffractive effi-
ciencies across different wavelengths. To account for this manufac-
turing inaccuracy, we employ a similar two-step fine-tuning process
as described above for our reconstruction network to compensate
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Fig. 8. Snapshot Hyperspectral Imaging in Simulation. We assess the proposed method for snapshot hyperspectral imaging with simulated ground truth
spectral data (400nm to 700nm) and compare the RGB-to-Spectrum HRNet [Zhao et al. 2020], and DOE-based QDO systems [Li et al. 2022]. For each scene,
the leftmost column shows the sensor captures using our method, followed by reconstructions in both RGB and hyperspectral formats. The RGB images are
generated from hyperspectral reconstructions and sensor response curves. Due to space constraints, we display alternate hyperspectral channels (410nm
to 700nm at 20nm intervals). We also present spectral validation plots of all approaches for four specific points, marked on the Ground Truth RGB image.
QCO, limited by its heavily quantized design and spatial resolution loss from optical encoding, faces challenges in high-quality reconstruction. HRNet, while
generating plausible results, tends to overfit to its training dataset, particularly at both ends of the spectrum. Our method, capturing both uncoded and coded
images, achieves high fidelity in recovering spatial and spectral details.
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Fig. 9. Experimental Assessment of Snapshot Hyperspectral Imaging.We evaluate our method experimentally for snapshot hyperspectral imaging
under varying lighting conditions, and compare it against the learned RGB-to-HS approach, HRNet [2020]. On the left, we display the measured PSFs, which
verify that the DOE generates the intended rainbow-like PSF. Scene 1 on the top illustrates results from a lab environment, and we include spectral validation
plots for all 24 color blocks, with ground truth spectra obtained via a miniature spectrometer. The subsequent rows validate the method in outdoor (Scenes 2
and 3) and indoor (Scene 4) settings. The spectral reconstructions from our method align closely with the measured spectral intensities, in contrast to HRNet,
which exhibits notable inaccuracies, especially at the spectrum boundaries. This discrepancy is also evident in out-of-lab experiments, where HRNet struggles
with color accuracy, see red and purple images. In the absence of Ground Truth RGB captures, we present the uncoded and coded captures at double intensity,
where the uncoded capture serves as a pseudo-ground truth in the RGB domain.
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for fabrication inconsistencies in the learned DOE and address dif-
ferences between synthetic and real-world captures.
We proceed to evaluate the spectral accuracy of the proposed

2-in-1 computational camera in a lab setting before presenting out-
door experimental results. We first perform an evaluation with a
MacBeth ColorChecker target under controlled lighting and use a
miniature spectrometer to measure the hyperspectral intensity at
the center of each color patch, creating a reference spectrum. Next,
we capture the same scene with our prototype under identical light-
ing conditions. The reconstructed spectral curves of each color are
then compared against these reference measurements. Additionally,
we compare our method to the learned RGB-to-Spectrum method
HRNet [Zhao et al. 2020] on the uncoded capture. Reconstructions
with both RGB and hyperspectral visualization, along with spectral
validation plots, are presented in Fig. 9 and the Supplemental Docu-
ment. In these comparisons, the spectral curves reconstructed by
the proposed method exhibit close alignment with the measured
spectral intensities. Conversely, HRNet, while producing plausible
results, tends to be less accurate and particularly struggles at the
spectrum ends. We also test the proposed method in real-world
scenarios, both indoors and outdoors, to assess its adaptability to
various lighting conditions. Due to limitations in our point-wise
spectral measurement instrumentation, we did not obtain reference
spectral curves in these uncontrolled lighting environments, and
compare the results of our proposed method solely with those from
a learned RGB-to-HS (hyperspectral) method. Additional details on
hyperspectral intensity measurements and additional comparisons
can be found in the Supplemental Document.

5.4 Monocular Depth from Coded Defocus
Next, we assess the proposed method for depth from coded defo-
cus as an application introduced in Sec. 4.5 using both simulated
captures and real-world captures obtained by our experimental pro-
totype. Qualitative and quantitative comparisons using synthetic
data are reported in Fig 10 and Tab 3, respectively, and experimental
results are reported in Fig 11. Additional qualitative comparisons
are available in the Supplemental Document.

Synthetic Assessment. We compare the proposed method to two
types of existing monocular depth methods: (i) learned monocu-
lar (relative) depth methods that estimate the relative depth from
a single capture, represented by MiDaS [Ranftl et al. 2022] and
Zoedepth [Bhat et al. 2023] (ii) (absolute) depth from defocusing
methods that estimate absolute depth from optically encoded depth
defocusing cues, represented by Deep DfD [Ikoma et al. 2021]. Addi-
tionally, we include a comparison where only the coded capture is
used as input to the reconstruction method. For MiDas, we use the
MiDaS v3-large weight and provide the simulated uncoded capture
as an input. For Zoedepth, we tested all 3 provided model check-
points on our test scenes and reported the highest score (achieved
by ZoeD-M12-N). And for Deep DfD, we use the pretrained network
weights, optics design, camera settings and image formation model
provided by the authors. We evaluate reconstruction quality using
several metrics: MAE, RMSE, average logarithmic error (average
log10 error), and the percentage of pixels where the ratio of pre-
dicted to ground truth depth is within a factor of 1.25, denoted as

Table 3. Quantitative Evaluation of Monocular Depth Imaging Accu-
racy.We evaluate reconstruction quality using several metrics: MAE, RMSE,
average logarithmic error (log10), and the percentage of pixels where the
ratio of predicted to ground truth depth is within a factor of 1.25 (𝛿<1.25).
We compare the proposed method against monocular depth methods, repre-
sented by MiDaS [2022] and Zoedepth [2023], and recent DOE-based depth
from defocus method, represented by Deep DfD [2021]. MiDaS generates
only relative depth information, which we adjust to align with the known
target depth range. Zoedepth is designed to provide monocular depth esti-
mation with metric scale. Therefore, we report its performance using both
the original output and the output scaled to the known target depth range.
Additionally, we include a comparison where only the coded capture is used
as input to the proposed method.

↓MAE [m] ↓RMSE [m] ↓log10 ↑𝛿<1.25

ZoeDepth [2023] 1.566 1.702 0.242 0.123
ZoeDepth [2023] (re-scaled) 1.042 1.203 0.158 0.384
MiDaS [2022] (re-scaled) 0.736 0.918 0.107 0.609
Deep DfD [2021] 0.356 0.485 0.051 0.894
Coded-Only 0.145 0.223 0.018 0.985
Proposed 0.086 0.147 0.011 0.993

𝛿<1.25. Qualitative and quantitative findings are reported in Fig 10
and Tab 3, respectively, while additional comparisons are presented
in the Supplemental Document.
MiDaS [Ranftl et al. 2022] computes relative inverse depth (dis-

parity) from a single image and achieves high zero-shot cross-
dataset performance by effectively leveraging mixed-dataset train-
ing. Nonetheless, like all monocular depth methods, MiDaS is con-
strained by its singular input modality, resulting in scale ambiguity:
without a reference frame, the method faces challenges in accu-
rately determining the true size of objects or their precise distance
from the camera. Zoedepth [Bhat et al. 2023] is a recent work that
combines relative and metric depth estimation for monocular depth
with metric scale. It employs a two-stage process: first, pre-training
an encoder-decoder on relative depth, followed by fine-tuning with
domain-specific heads for metric depth. Although it predicts reason-
able depth scales (1 to 10 meters for test scenes of 1 to 5 meters), the
absolute depth measurements are often geometrically inaccurate.

Deep DfD [Ikoma et al. 2021] aims to recover absolute depth from
a single defocused shot, using a jointly optimized DOE and a depth
reconstruction network. While it effectively recovers absolute depth,
the lack of a sharp in-focus capture limits its ability to discern fine
details in cluttered areas.
Our proposed 2-in-1 computational camera lifts the limitations

of both approaches. It merges two optical systems, obtaining a high-
resolution, sharp capture of the scene along with a coded capture
that encodes absolute depth information from defocus cues. These
capabilities enable our method to effectively recover absolute depth
with fine details. As for the other applications, we again confirm
the effectiveness of access to the uncoded capture in the reported
results, validating the proposed approach.

Experimental Assessment. Finally, we experimentally validate the
proposed method for monocular depth imaging. We first measure
the depth-dependent PSFs of our prototype system equipped with
the fabricated DOE at various distances from the source, ranging
from 1m to 5m at 0.5m intervals. The PSF measurements, shown at
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Fig. 10. Monocular Depth Imaging in Simulation. We assess our approach for monocular depth estimation in simulation by comparing our method to the
monocular depth estimation method MiDaS [Ranftl et al. 2022], and DOE-based depth from defocus method Deep DfD [Ikoma et al. 2021]. For each scene,
the leftmost two columns display the sensor captures using our method at double intensity, followed by depth reconstructions from different methods. We
scale MiDas relative depth output to match the known target depth range. While MiDaS estimates a qualitatively plausible depth map, their estimation
remains relative and misrepresent the spatial relationship of non-adjacent objects. Deep DfD, capable of recovering depth scale, faces challenges in resolving fine
details. Our method, leveraging both the sharp details from the in-focus uncoded capture and the depth cues from the coded captures, is able to accurately
capture both the scale and details in the scene.
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mask. The depth reconstructions produced by our proposed method are in close alignment with the RealSense L515 reference depth. In contrast, MiDaS is
limited to provide a plausible relative depth map and often inaccurately merges unconnected objects into a singular, continuous depth profile.
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the top of Fig. 11, are then compared to the designed PSFs. These
measurements confirm that the DOE accurately reproduces the
depth-dependent half-ring PSFs as predicted in our simulations. For
network fine-tuning, we use the post-fabrication measured PSFs
with synthetic data to help compensate for manufacturing discrep-
ancies.We evaluate depth reconstruction in both indoor and outdoor
settings, employing a solid-state LiDAR camera (Intel® RealSense™
LiDARCamera L515) to obtain reference absolute depth data for each
indoor scene. However, we note that reference captures from this
camera can be unreliable under high ambient illumination or for sur-
faces that are either highly reflective or highly light-absorbing. We
report the experimental results in Fig.11 and the Supplemental Doc-
ument. For each scene, we present the uncoded and coded captures
from our prototype at double intensity, the depth reconstructions
of the proposed method, and the RealSense L515 measurement for
reference. We also compared against the monocular depth estima-
tion method MiDaS [Ranftl et al. 2021] run on the uncoded capture
and adjusted to the appropriate depth range. Benefiting from the
defocus encoding, our single-shot method successfully recovers ab-
solute depth information that aligns closely with the RealSense L515
reference. In outdoor experiments, where the RealSense L515 sensor
fails to estimate accurate depth under strong ambient light, we limit
our comparison to the MiDaS baseline method.

6 CONCLUSION
We investigate a computational camera design capable of capturing
both a conventional and optically encoded image in a single shot.
Over the last two decades, a substantial body of work has proposed
computational optics that encode scene information into image mea-
surements. However, they inherently sacrifice conventional image
quality by design. This makes computational recovery fundamen-
tally challenging, often necessitating a separate camera for uncoded
capture in practice. To address this, we adapt dual-pixels sensors
for split-aperture split-wavefront capture. Dividing the aperture
into two modulated and unmodulated halves, we acquire domain-
specific computational and conventional images in a single shot
and single camera system at no additional computational cost. We
then demonstrate the utility of this aligned, uncoded capture for
a range of computational imaging tasks, outperforming existing
single-image methods.
While this marks a step towards practical computational op-

tics, we implemented the method with a reduced aperture due to
nanofabrication constraints. However, considering the typically
small-aperture configuration of smartphone cameras, this prototype
restriction could be well addressed in the future via co-design with
smartphone optics. Additionally, while we simulate and utilize the
defocus-disparity for out-of-focus light in our depth reconstruc-
tion application, we assume that the scene is all-in-focus for other
applications. For potential future applications to perform coded re-
construction of out-of-focus scene content (e.g., image deblurring),
it could be beneficial to jointly simulate and solve for scene depth.
The proposed design principle also paves the way for a wide range of
future task-specific computational camera setups, including active
illumination dual aperture cameras, optical signatures for authenti-
cated communication, and optical neural network computation.
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