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Abstract

Mobile robots, including autonomous vehicles rely heavily on sensors that use electromagnetic radiation like lidars, radars and cameras for perception. While effective in most scenarios, these sensors can be unreliable in unfavorable environmental conditions, including low-light scenarios and adverse weather, and they can only detect obstacles within their direct line-of-sight. Audible sound from other road users propagates as acoustic waves that carry information even in challenging scenarios. However, their low spatial resolution and lack of directional information have made them an overlooked sensing modality. In this work, we introduce long-range acoustic beamforming of sound produced by road users in-the-wild as a complementary sensing modality to traditional electromagnetic radiation-based sensors. To validate our approach and encourage further work in the field, we also introduce the first-ever multimodal long-range acoustic beamforming dataset. We propose a neural aperture expansion method for beamforming and demonstrate its effectiveness for multimodal automotive object detection when coupled with RGB images in challenging automotive scenarios, where camera-only approaches fail or are unable to provide ultra-fast acoustic sensing sampling rates. Data and code can be found here\(^1\).

1. Introduction

Autonomous mobile robots of today predominantly rely on several electromagnetic (EM) radiation-based sensing modalities such as camera, radar and lidar for diverse scene understanding tasks, including object detection, semantic segmentation, lane detection, and intent prediction. The most promising approaches rely on fused data input from these camera, lidar and radar sensor configurations \([7,42,50]\) and robust data-driven perception algorithms using convolutional neural networks or vision transformers. However, existing camera/radar/lidar stacks do not return signal for objects with low reflectance and in conditions where light-based sensors struggle, such as severe scattering due to fog. All existing EM radiation-based sensor systems (active or passive) are fundamentally limited by the propagation of EM waves.

Acoustic waves are an alternative and complementary sensing modality that are not subject to these limitations. Every automotive vehicle generates noise due to engine/transmission, aerodynamics, braking, and contact with the road. Even electric vehicles are required by law to emit sound to alert pedestrians \([36]\). However, acoustic sensing is not without challenges. Spatially resolving the acoustic spectrum at meter wavelengths (e.g., a 1 kHz sound wave has a wavelength of about 35 cm in air) has limited existing approaches to low-resolution tracking of 3D spatial coordinates \([11–13,32,44]\).

In this work, we show that acoustic sensing is complementary to existing EM wave-based sensors, robust to challenging scenarios, and achieves improved performance when combined with existing vision-only approaches. To this end, we captured a large multimodal dataset with a prototype vehicle equipped with a 1024 (32x32 grid) microphone array and a plethora of vision sensors, and had them labeled by human annotators, which we release as the first multimodal long-range beamforming dataset. To the best of our knowledge, there is no such large and diverse multimodal acoustic beamforming dataset, as also illustrated in Table 1. We additionally propose a neural acoustic beamforming method for small aperture microphone arrays via learned aperture expansion. The aperture-expanded beamforming maps recover spatial resolution typically lost in sound measurements, and facilitate fusion with visual inference tasks. We assess multimodal visual and acoustic vision tasks in diverse real-world driving scenarios. We validate that visual and acoustic signals can complement each other in challenging automotive scenarios and can enable future frame predictions at kHz frequencies. We also demonstrate that object detection using vision and acoustic signals outperform that of vision-only signals in challenging low-light scenarios. Furthermore, we show the applicability of acoustic sensing in non-line-of-sight and partially occluded scenes where purely vision-based sensing fails.

Specifically, we make the following contributions:
We introduce long-range acoustic beamforming of road noise as a complementary sensing modality for automotive perception, and introduce the first annotated long-range acoustic beamforming dataset comprising of sound measurements from planar microphone array, lidar, RGB images, GPS and IMU data, in urban driving scenarios.

We propose neural acoustic beamforming for small aperture microphone arrays via learned aperture expansion. We validate that this beamforming approach can learn features with a spatial resolution that allows for fusion with existing RGB vision tasks.

We validate that the proposed method complements existing modalities and outperforms existing RGB-only and audio-only detection methods in challenging scenarios with occlusion or poor lighting.

**Scope**

As the proposed acoustic sensing modality relies on passive sound from traffic participants, beamforming measurements are fundamentally limited to sound-producing vehicles. Beamforming of quieter traffic participants such as pedestrians and bicycles is challenging. However, we show that infusing existing vision stacks with acoustic signals can enable robust scene understanding in challenging scenarios such as night scenes and under severe occlusion.

## 2. Related Work

### Acoustic Localization and Applications

Acoustic localization is an often observed phenomenon in nature. Active techniques like echolocation, where sound signals are transmitted and the corresponding reflected signals are analyzed for localization, navigation and prey detection is commonly observed in animals such as bats and dolphins. Systems such as sonar (sound navigation and ranging) [46] which are common for underwater and robotics applications also operate on the active echolocation principle [27,43]. Passive techniques, on the other hand, involve analyzing ambient sound signals using an array of microphones via acoustic beamforming [6,11–13,32,44]. Beamforming techniques locate sound sources based on the timing differences in the sound received by various microphones.

Apart from sound source localization, recent smart home speakers use several microphones for speech recognition accuracy from multi-channel inputs [40] and tasks such as sound source separation [37]. Existing attempts to locate sound sources from visual inputs by associating image pixels to an object [2–4,22,24,28] making a particular sound
often make such audio-visual correlations and localization via trained neural networks [17, 41, 49]. In contrast, we take a different approach where we learn high-resolution feature maps via beamforming that can be fused with visual inference models.

**Beamforming Datasets and Applications** While existing work employs stationary or hand-held microphone arrays for beamforming, we consider dynamic automotive scenarios for the first time where the array is mounted on a moving vehicle. For example, Michel et al. [35] and Zunino et al. [51] use a stationary array for beamforming on pass-by vehicles. However, their dataset contains only a single sequence with 151 beamforming maps of a motorcycle passing by. Guidati [21], on the other hand, used near-field acoustic holography to generate beamforming maps for engine noise analysis of a stationary car. Such applications have recently been also used in commercial products for fault detection applications. However, existing work has not proposed beamforming for dynamic automotive scenarios to the best of our knowledge. Additionally, we are not aware of any existing beamforming datasets with annotated data. Our annotated dataset, in stark contrast to existing datasets, comprises of 3.2 million RGB frames with 5 cameras, 480k lidar pointclouds with IMU/GNSS annotations, raw microphone files and 42250 processed beamforming maps for each of the 11 frequency bands that we capture.

**Multisensor Detection** Over the last decade, several critical tasks such as object detection [8, 9, 18, 26, 30, 47], lane detection [23], traffic light detection [25] depth estimation [1, 15, 29] and end-to-end driving models [5, 48] have been explored. Recent autonomous driving applications rely on multimodal sensor stacks, including camera, radar, lidar and gated near-infrared imaging sensors [19, 20]. These multi-sensor feeds are generally fused to jointly understand the cues in measurements [34] to allow for redundancy in the presence of distortions [38], thereby enabling vision tasks [14, 47]. Many proposed multi-sensor methods [9, 26, 31, 47] such as AVOD [26] and MV3D [9] incorporate multiple sensor streams that are processed separately in the feature extraction stage. In our work, we propose acoustic beamforming as an extended sensing modality to complement these existing methods. While researchers have utilized acoustic signals before [10, 16], this work employs acoustic beamforming to extract high-resolution spatial information from ambient roadside noise.

### 3. In-the-Wild Acoustic Beamforming

In this work, we measure environmental sound from ambient sources and active road participants using a planar microphone array, along with other sensor modalities, as shown in Fig. 1. We interchangeably refer to the environmental sound as acoustic signals here on. In this section, we introduce acoustic wave propagation and beamforming in-the-wild.

**Acoustic Wave Propagation** Sound propagation is governed by the time-domain acoustic wave equation

$$\nabla^2 p(\vec{x}, t) - \frac{1}{c_s^2} \frac{\partial^2}{\partial t^2} p(\vec{x}, t) = f(\vec{x}, t),$$

where $\nabla^2$ is the Laplacian, $p(\vec{x}, t)$ is the pressure at location $\vec{x}$ and time $t$, $c_s$ is the speed of sound in homogeneous media (typically 343 ms$^{-1}$), and $f(\vec{x}, t)$ is the forcing function corresponding to the source. The forcing function represents the sources of disturbances in the air pressure, i.e., the sound sources, as measured by the microphone sensor at a given space and time. For a monopole source $q$ located at $\vec{x}_s$, the forcing function $f(\vec{x}, t) = q(\vec{x}_s, t) \delta(\vec{x} - \vec{x}_s)$, where the Dirac delta function represents the geometric location of the acoustic source. The pressure resulting from this source at any given location $\vec{x}$ can be computed using the free space Green’s function [6] as

$$p(\vec{x}, t) = \frac{q(\vec{x}_s, t - |\vec{x} - \vec{x}_s|/c_s)}{4\pi|\vec{x} - \vec{x}_s|}.$$  

Note that the acoustic pressure decays here inversely with the distance from the source. Also, since the acoustic pressure signal propagates at a constant speed $c_s$ in a given medium, the measured pressure at any instant at a given location is from the acoustic pressure produced by the sound source at a previous instant $\Delta t = |\vec{x} - \vec{x}_s|/c_s$.

**Beamforming Model** Consider a planar microphone array consisting of $M$ microphones that are spatially located at different positions $\vec{x}_m$. Given a pressure signal $p(\vec{x}_m, t)$ that...
has originated from a source \( q(\vec{x}_s, t - \Delta t) \), each sensor of the acoustic camera’s microphone array spatially samples the incoming pressure wave as \( \tilde{y}_m = p(\vec{x}_m, t) \). We wish to use these measurements to construct a spatial map locating the sound source \( q \) via beamforming. For a single sound emitter at \( \vec{x}_s \), the beamforming spatial map \( BF \) can be constructed following Eq. (2) as

\[
BF(t, \vec{x}_s) = \frac{1}{M} \sum_{m=0}^{M} y_m(t - \Delta t_m)
\]

\[
= \frac{4\pi}{M} \sum_{m=0}^{M} p_m(\vec{x}_s, t + \Delta t_m)|\vec{x}_m - \vec{x}_s|,
\]

where \( y_m \) are measurements from the microphone array and \( \Delta t_m \) are unknown time delays induced by travel times from the sound source to the microphone array. The final beamforming maps of multiple sound sources is obtained by scanning through a range of time delays and superposing those acoustic signals corresponding to constructive interference of each individual sound source on the focal plane of the microphone array. Please refer to the Supplementary Material for additional details on the measurement model.

**Measuring Environment Sounds** Note that physical continuous acoustic pressure signals \( p(t) \) are sampled at discrete time intervals \( p(n\Delta t) \) and are interpreted digitally for the purpose of beamforming. However, the measured signals are prone to uncorrelated measurement noise at the array sensors. The measured cross-spectral power between any two microphone pairs, in the presence of measurement errors, is given by

\[
C_{mn} = E[\{\hat{p}_m(\omega) + \zeta_m(\omega)\} (\hat{p}_m(\omega) + \zeta_m(\omega))^\ast],
\]

where \( \hat{p}(\omega) \) is the frequency domain pressure obtained by Fourier-transforming the time domain measurement and \( \zeta(\omega) \) is the measurement error. Assuming that these measurement errors have a zero mean and finite variance \( \sigma \), and are statistically independent from the ambient acoustic signals, the cross-correlation between the errors as measured by any two microphones must be zero. Therefore, the above cross-power spectrum can be computed as

\[
C_{mn} = E[(\hat{p}_m(f)(\hat{p}_m(f))^\ast] + \sigma^2 I,
\]

where \( \sigma^2 I \) is the statistical variance of the measurement errors. As can be seen, the measurement errors only affect the diagonal elements of the cross-power spectrum matrix. To this end, we remove the auto-power from the beamforming power signal output by eliminating the diagonal of the cross-power spectrum matrix. Removing the main diagonal elements from the cross-spectral matrix reduces the effects of measurement errors and further thresholding against a noise floor suppresses ambient noise.

**4. Neural Acoustic Beamforming**

The diffraction limit of an acoustic camera is given by \( 0.5\lambda/NA \) where \( \lambda \) is the wavelength of the acoustic signal and \( NA \) is the numerical aperture of the system [33]. Therefore, a large aperture is desirable for achieving high-resolution beamforming that facilitates fusion with visual information from camera or lidar sensors. Fig. 4 shows the beamforming of traffic environment where the sound produced by the vehicle tires are clearly visualized. A small aperture acoustic camera results in larger PSFs, thereby corrupting the beamformed reconstruction. However, a large microphone array is challenging to integrate in automotive vehicles. In this work, we propose a learned method that synthesizes a virtual large aperture microphone array, thereby increasing the resolution of beamforming spatial maps. We experimentally show that these features from the beamforming maps of acoustic signals benefit downstream tasks when combined with other sensor modalities.

The proposed reconstruction network architecture broadly comprises of four stages: the beamforming stage \( f_{BF} \), a synthetic aperture expander \( f_{AE} \), a deconvolution stage \( f_{Decov} \), and task-specific applications \( f_{Task} \). Our overall neural beamforming can be formally represented as

\[
O_{BF} = f_{Decov}(f_{AE}(f_{BF}(p, F)), f_{BF}(\delta, F)),
\]

where \( \delta \) is a synthetic audio point source, \( p \) is the raw microphone measurement of the pressure signals, \( F = [f_1, f_2, ..., f_n] \) are a set of acoustic frequencies used for beamforming. An illustration of our network architecture is also presented in Fig. 2.

The aperture expander is constructed as a fully convolutional neural network, whereas the beamforming stage is implemented as described in Section 3. The synthetic aperture expander network learns to scale the beamforming maps corresponding to a smaller aperture into that of a larger aperture, thereby effectively reducing the PSF of our acoustic sensor. The beamforming measurements are then deconvolved with the PSF of a synthetic point source \( \delta \) in order to mitigate the PSF blur on final measurements, see Supplementary Material. Finally, the deconvolved features \( O_{BF} \) can be used directly for downstream tasks such as object detection and future frame interpolation. Specifically, the downstream task can be performed as

\[
O_{Task} = f_{Task}(O_{BF}),
\]

where \( f_{Task} \) is the function performing the downstream task and \( O_{Task} \) is the corresponding task-specific output. In the subsequent sections, we describe how these beamforming features can be used for object detection on unseen in-the-wild traffic scenarios \( f_{Task} = f_{Detect} \) and future frame prediction \( f_{Task} = f_{Future} \).

**Aperture Expansion** We define the beamforming map of a microphone array spanning \( d \times d \) \( m^2 \) as \( f_{BF}(p_d, F) \).
Figure 3. (a) We collect a large dataset of acoustic pressure signals from road traffic, along with camera, lidar, GPS and IMU sensory streams. (b) Our data consists of a variety of traffic scenes with multiple object instances. (c) The raw sound signals are processed for a range of frequency bands in our dataset. (d) A snapshot visualization of our dataset with beamforming maps overlayed on RGB images.

Figure 4. Neural aperture expansion: We train a network to synthetically expand the aperture of the microphone array to produce higher fidelity beamform maps with smaller PSF corruption. The above beamforming maps visualize sound from the vehicles (center, see arrows). As can be observed, a smaller aperture (left) results in blurry beamforming outputs compared to larger aperture (right).

We then train our aperture expansion stage by minimizing

\[ \mathcal{L}_{AE} = (\mathcal{L}_2 + \mathcal{L}_s)(f_{AE}(I_d), I_d'), \tag{8} \]

where \( \mathcal{L}_2 \) is the mean-squared error, \( \mathcal{L}_s \) is a spatial gradient loss, \( I_d \) is a smaller aperture beamforming input, and \( I_d' \) is a larger aperture beamforming target. In our experiments, we collect groundtruth from a 32 \( \times \) 32 microphone array and train our neural aperture expansion on smaller 24 \( \times \) 24 sub-array.

**Multimodal Downstream Tasks** Next, we describe how we apply our complementary beamforming signals to specific vision tasks. We describe both multimodal tasks in detail in Section 6. The multimodal optimization loss, relying on visual and acoustic inputs for object detection \((f_{Task} = f_{detect})\) is given by

\[ \mathcal{L}_{detect} = \mathcal{L}_{IoU}(f_{detect}(I_{RGB}, O_{BF}), B_{gt}), \tag{9} \]

where \( \mathcal{L}_{IoU} \) is the intersection-over-union loss and \( B_{gt} \) is the ground truth bounding box.

For future frame prediction, we extrapolate from a previous RGB frame \( I_{t_{RGB}} \) at time \( t \) using signals \( O_{t+\tau}^{BF} \), where \( k \) is current BF sample modulo sampling rate, \( \tau \) is sampling time of BF sensor, and \( t + k\tau \) the current time. The corresponding loss for this task is given by

\[ \mathcal{L}_{future} = (\mathcal{L}_{perc} + \mathcal{L}_{adv})(O_{t+\tau}^{BF}, O_{t+\tau}^{RGB}), \tag{10} \]

with \( O_{t+\tau}^{RGB} = f_{future}(O_{BF_{t-n+1,\ldots,t+\tau}}, O_{BF_{t-n+1,\ldots,t}}), n \) is integer time steps, \( \mathcal{L}_{perc} \) and \( \mathcal{L}_{adv} \) are perceptual and adversarial losses respectively [45]. In this approach, we exploit the high framerate of acoustic measurements. Specifically, we feed \( n \) RGB and \( n + 1 \) audio frames into the network and train it to predict the \( n + 1 \)-th RGB frame.

In the following Section 5, we describe our prototype test vehicle and dataset. We then discuss and validate our method on the aforementioned downstream tasks in Section 6.
5. Dataset

To assess long-range acoustic beamforming for automotive scene understanding, we have acquired a large dataset of roadside noise along with ambient scene information captured by an RGB camera, lidar, global positioning system (GPS) and an inertial measurement unit (IMU).

5.1. Sensors and Data Acquisition

In this section we present details on our dataset collection. To the best of our knowledge, we provide a far-field multimodal acoustic beamforming dataset.

Sensor Configuration  We equipped a prototype vehicle with RGB cameras, lidar, IMU/GNSS, and a microphone array for beamforming, as shown in Fig. 1. Specifically, the prototype vehicle has the following sensor configuration.

- One Sorama CAM1K 1024 channel microphone array operating at 46875 Hz sampling rate, 1 Hz - 20 kHz frequency range, covering 640 mm x 640 mm measurement area. Each microphone has 63 dB SNR (A-weighted, at 1 KHz), -26 dBFS sensitivity, and 116 dB acoustic overload point. The microphone channels are arranged in a 32 x 32 grid with a 20 mm grid spacing. For far field beamforming, the sensor's large surface area of 409 600 mm² enables operations on larger wavelengths and therefore measurement of lower frequency sources, whereas the microphone grid spacing dictates the upper frequency bounds. Our capture system is configured to sense frequencies as low as 250 Hz and as high as 10kHz emanating from ambient sources.

- Logitech C920 RGB camera operating at 1280 x 720 resolution, 25 Hz frame rate, 70.42°HFoV and 43.3°VFoV.

- Four Leopard Imaging LI-AR0231 GMSL serial cameras with 1920 x 1200 resolution, 30 Hz frame rate, 1/2.7” OnSemi AR0231 CMOS, rolling shutter and 60°HFoV.

- Hesai Pandar 64 channel lidar operating at 20 Hz, 360°HFoV, 40°VFoV, covering a 200 m range and 0.4°angular resolution.

- Novatel PwrPak7-ED1 GNSS 20 Hz dual antenna navigation system, GPS/GLONASS/Galileo/BeiDou.

The microphone array is mounted on a rail attached to the front bumper, while the C920 camera is co-planar with, and mounted 36 cm below the array center on the same frame. This minimizes the projection errors of beamformed maps on the image caused by mount vibrations. The four AR0231 cameras are mounted on the roof and face, along with the lidar and the dual antennas for the GNSS navigation system. The four AR0231 cameras are mounted on roof rails in a dual stereo camera configuration of two different baselines. The PwrPak7 receiver unit which houses the IMU and the GNSS module serves as the car coordinate frame’s origin, and is mounted in the trunk above the rear-axle mid-point. For a description of calibration and synchronization of sensors, please see Supplementary Material.

Acquisition  Focused on urban scenes, the data acquisition took place in an urban northern American city, as shown in Fig. 3(a). The dataset spans 66 km of urban roads, amounting to 14 TB of storage. 2.8 million images were collected at 30 Hz by the four AR0231 cameras. The C920 camera was enabled for capturing only during the sound measurements by the microphone array and totalled 42250 images at 25 Hz. 480240 64-channel lidar point clouds were recorded at 20 Hz. All measurements were time-stamped and synchronized with GNSS as time reference.

The microphone array signals were recorded at 10 second intervals at a sampling rate of 46.875 kHz. All acoustic captures are highlighted in Fig. 3(a) in red. To the extent possible, the vehicle speed was kept constant between 30 km/h to 40 km/h, to minimize the effect of high winds on the sound readings. 79.2 million samples were collected from each of the 1024 microphones, resulting in more than 81.1 billion sound pressure samples in the dataset. Please see Supplementary Material for additional details on the diversity and distribution of our dataset.

5.2. Ground Truth Annotations

Manual annotations were done for visual and sound classes on data sampled at 5 Hz, for a total of 16324 keyframes, 11 sound classes and 6 vision classes. In addition to image class labels, each sampled image was also annotated with sound labels in two domains: dominant (distinct and in foreground) and secondary (in the background). All labels were created by highly experienced human annotators using a custom toolset. Their work passed through subsequent phases of verification and quality assurance to ensure high-quality labels. All object instances were annotated using tightly fitted 2D bounding boxes aligned to image axis, and encoded as top left and bottom right coordinates in the image frame. Please see Supplementary Material for details on annotations.

6. Applications

We demonstrate that acoustic beamforming, when combined with RGB data, can allow for multimodal scene understanding tasks and future frame prediction better than using existing RGB-only or acoustic-only methods. Note that our training and test video frames come from entirely different video sequences. Instead of holding out frames from the same sequences for splitting train and test sets, e.g., as in Stereo-sound by Gan et al. [16], our evaluation is conducted on completely unseen sequence frames. Multimodal inputs to the network consisted of concatenated vision and audio beamforming signals.
Complementary nature of RGB and acoustic signals. Traffic sound provides complementary signals that improve detections significantly on challenging scenarios where low-light, glare, and motion blur reduce the accuracy of RGB detections. Furthermore, beamforming allows us to reliably detect multiple sound source in the scene.

Table 2. The proposed detection method that utilizes beamform features in addition to RGB features outperform detections using audio spectrograms and RGB only. All evaluations were performed using YOLOv5 [39] with fine-tuning, see Supplementary Material for details. BF denotes Beamforming and NAE denotes Neural Aperture Expansion. \( \text{AP}_{50}(D) \) and \( \text{AP}_{50}(N) \) is the Average Precision scores for Day and Night scenes respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Detector</th>
<th>( \text{AP}_{50}(D) )</th>
<th>( \text{AP}_{50}(N) )</th>
<th>( \text{AP}_{\text{Ave}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB + BF (NAE)</td>
<td>Fine-tuned</td>
<td>81.2</td>
<td>64.3</td>
<td>29.5</td>
</tr>
<tr>
<td>RGB + BF</td>
<td>Fine-tuned</td>
<td>80.7</td>
<td>61.8</td>
<td>28.3</td>
</tr>
<tr>
<td>RGB-only</td>
<td>Fine-tuned</td>
<td>79.4</td>
<td>37.2</td>
<td>18.1</td>
</tr>
<tr>
<td>BF-only</td>
<td>Fine-tuned</td>
<td>62.5</td>
<td>61.1</td>
<td>21.3</td>
</tr>
<tr>
<td>Stereo-sound [16]</td>
<td>Fine-tuned</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

6.1. Object Detection on Sound and RGB Streams

We validate the proposed method for multimodal automotive object detection using RGB and acoustic signals, that is \( f_{\text{task}} = f_{\text{detection}} \). We employ a YOLOv5 [39] detection network for all experiments shown in Table 2. Fine-tuning the detector on concatenated image and beamforming maps allowed us to achieve high performance on challenging scenes, where low-light, motion blur, and glare confound the RGB detector. Compared to Gan et al. [16], we observe that the stereo-sound signals provided by spectrograms are insufficient for accurate detection with vanilla detector networks. We attribute this to the spatial cues provided by the beamforming signal maps. Please see the Supplementary Material for additional qualitative object detection results and comparisons.

We present object detection on unseen scenes using the proposed multimodal approach in Fig. 1 and 5 and demonstrate significantly improved detections compared to RGB-only methods. To demonstrate the complementary nature of the acoustic signals, we also present the measured beamforming signal maps in the last row of Fig. 5. Note that these video sequences were not used for training. Whereas
Table 3. Frame Interpolation and Future Frame Prediction. We evaluate the utility of beamform maps for predicting \( t = 1, 2, 3 \) RGB frames into the future. We observe that the audio maps provide temporal context cues that enable more accurate future predictions than RGB frames or direct extrapolation of optical flow from previous frames.

<table>
<thead>
<tr>
<th>Future frame prediction</th>
<th>PSNR (dB)</th>
<th>Future frame prediction</th>
<th>PSNR (dB)</th>
<th>Future frame prediction</th>
<th>PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beamforming + RGB</td>
<td>28.56</td>
<td>27.47</td>
<td>22.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGB only</td>
<td>27.62</td>
<td>25.57</td>
<td>21.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optical Flow Extrapolation</td>
<td>23.18</td>
<td>21.45</td>
<td>18.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last RGB Frame</td>
<td>23.06</td>
<td>21.31</td>
<td>18.85</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

detection on RGB-only frames need to contend with variable environmental factors such as glare and low-lighting, the accompanying beamforming maps demonstrate consistent complementary signals for automotive detection whether in night or day, allowing for superior detection performance.

6.2. Multimodal Future Frame Prediction

We also demonstrate that beamforming maps provide useful context cues for predicting future RGB frames from RGB streams with low temporal resolution, \( f_{\text{Task}} = f_{\text{future}} \). Given the 46 kHz sampling rate of our acoustic capture system, we are able to extrapolate previous RGB frames at the same ultra-fast update rate using a temporal sliding window of beamforming, despite the RGB camera operating only at 30 Hz. Note that we do not access future beamforming maps. For this task, we train a modified Pix2PixHD network [45] to take temporal information of both RGB images and beamforming maps, essentially implementing Eq. (10).

We show in Table 3 that incorporating audio cues improves future frame prediction over RGB-only extrapolation. We also compare against predictions using extrapolated optical flow and we demonstrate significant improvement. In order to predict several frames into the future, we cascade predictions by using previously predicted RGB frames and the corresponding measured audio inputs, following Eq. (10).

6.3. Multimodal Edge Cases

Non-line-of-sight and Partial Occlusion Scenarios Next, we further validate the complementary nature of acoustic sensors to photon-based sensors for the detection of an oncoming object that is not directly visible to an RGB or lidar sensor, e.g., hidden behind an opaque wall. Fig. 6(a)(top) shows an example of such a non-line-of-sight detection in our test dataset where a car not visible in the RGB camera view except for a thin roof region is detected robustly by the acoustic sensor. Similarly, Fig. 6(a)(bottom) reports an edge case of a low light scenario where a vehicle is partially occluded by a pedestrian but is robustly detected with acoustic features present. This validates that multi-modal acoustic sensing can allow for new redundancies, where acoustic sensors provide information that the other sensors cannot.

Acoustic Edge Cases In the following, we discuss acoustic edge cases where pressure signals can saturate the microphones. As discussed in Section 3, we suppress ambient noise by thresholding against a noise floor. The employed microphones have a high dynamic range of -26 dBFS +/- 1.5dB (94 dB SPL at 1kHz), which covers roadside sound from quiet electrical vehicles to large passenger trucks. Similarly, as the capture setup is mounted in front of the vehicle, beamforming also removes the ego-vehicle components. However, very large construction vehicles in close proximity can exceed 100 dB SPL in close proximity and saturate the microphones resulting in errors in detection and tracking, as shown in Fig. 6(b), where sound exceeds the acoustic overload point.

7. Conclusion

We introduce a method for learning from acoustic microphone arrays and interpret roadway traffic noise as a complementary sensing modality for automotive imaging and scene understanding. When combined with camera data, we validate that this sensing modality provides complementary information that facilitates detection within challenging environmental conditions. To train and evaluate the proposed method, we capture an automotive acoustic dataset. We envision researchers developing and evaluating multimodal methods incorporating acoustic information from roadside noise, in addition to existing sensory data. Motivated by the complementary nature and multi-modal experiments in this paper, areas for future work include extending our approach to arbitrary and optimizable camera and microphone array system geometries.
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